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Γ-CONVERGENCE APPROACH TO VARIATIONAL PROBLEMS
IN PERFORATED DOMAINS WITH FOURIER BOUNDARY CONDITIONS
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Abstract. The work focuses on the Γ-convergence problem and the convergence of minimizers for a
functional defined in a periodic perforated medium and combining the bulk (volume distributed) energy
and the surface energy distributed on the perforation boundary. It is assumed that the mean value of
surface energy at each level set of test function is equal to zero. Under natural coercivity and p-growth
assumptions on the bulk energy, and the assumption that the surface energy satisfies p-growth upper
bound, we show that the studied functional has a nontrivial Γ-limit and the corresponding variational
problem admits homogenization.
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Introduction

This work is devoted to the asymptotic analysis of a variational problem for a functional defined in a perforated
medium and combining the bulk (volume distributed) energy and the surface energy defined on the perforation
boundary. In the studied model the perforation is obtained by a homothetic dilatation of a given periodic
structure of holes, with a small scaling factor denoted by ε. Then the surface measure tends to infinity as ε goes
to 0. To compensate this measure growth we assume that the mean value of surface energy at each level set of
the unknown function is equal to zero. Then, under proper coercivity assumptions on the bulk energy, we show
that the said functional has a nontrivial Γ-limit and the corresponding variational problem is well-posed and
admits homogenization.

The behaviour of solutions to boundary value problems in perforated domains with Neumann boundary
condition at the microstructure boundary is well understood now. There is an extensive literature on this
subject. We refer here the works [9,13], where both Neumann and Dirichlet boundary conditions were considered.
The paper [11] dealt with the Stokes and Navier-Stokes equations in perforated domains. In the work [6] the
variational approach was used to study boundary value problems for Poisson equation in perforated domain.

The linear elliptic equations in perforated domain with Dirichlet and Fourier boundary conditions on the
boundary of the perforation were considered in several mathematical works. The case of Dirichlet problem in
a periodic perforated medium was investigated in [8,13]. It was shown that, if the volume fraction of the per-
foration does not vanish, then the solution vanishes at the rate ε2. If the volume fraction of the perforation
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is asymptotically small, then, under a proper choice of the rate of its decay, the homogenized equation might
receive an additional potential (the so called “strange term”). This phenomenon was observed in [8,13,14]. The
problem with dissipative Fourier condition on the boundary of the perforation was considered in [7,10], and some
other works. In the case of homothetic dilatation of a given periodic perforated structure, the solution vanishes,
as the microstructure period tends to zero. However, if the coefficient of the Fourier boundary operator is small
(of order ε), or the volume fraction of the holes vanishes at a certain critical rate, then the homogenization
result holds, and the limit operator has an additional potential (see [3,15,16,18]).

The case of Fourier boundary condition with the coefficient having zero average over the perforation surface,
has been considered in [4]; closely related spectral problems have also been studied in [17,19]. In this case the
formally homogenized operator is well-defined and contains an additional potential. If this homogenized operator
is coercive, then the original problem is well-posed for all sufficiently small ε and the studied family of problems
admits homogenization. This is a linear version of the problem studied in the present paper, the corresponding
Lagrangian in this case being purely quadratic.

Γ-convergence and homogenization of variational functionals with periodic and locally periodic Lagrangians
have been widely studied in the existing literature, see for instance [5,12].

In the model studied in this work, the bulk energy density (denoted by f(x
ε , Du)) is periodic in the space

variable and satisfies convexity, coercivity and p-growth conditions with respect to the gradient of the unknown
function. The surface energy density (denoted by g(x

ε , u(x))) is a periodic function of the first argument, which
admits a p-growth upper bound and satisfies a local Lipschitz condition with respect to u. We assume that the
mean value of g(·, z) over the perforation surface is equal to zero for any z ∈ R. This condition is crucial.

We show that under mentioned above conditions the studied functional Γ-converges to the limit functional
defined in the solid domain. The limit Lagrangian is determined in terms of an auxiliary variational problem on
the perforated torus. It is worth to note that, in contrast with the linear case mentioned above, the contributions
of the bulk and surface energies to the limit Lagrangian are coupled.

We then prove that, if the coerciveness constant of the bulk energy is large enough, then the functional under
consideration is coercive uniformly in ε. This allows us to study the asymptotic behaviour of the correspond-
ing minimization problems and show that the minimal energies and minimizers of the ε-variational problems
converge to those of the limit functional.

The paper is organized as follows:
Section 1 contains the problem setup and main definitions. Then, in Section 2 we introduce sufficient condi-

tions for the coercivity of the studied energy functionals, and state our main results. In Section 3 we prove some
auxiliary statements. Sections 4 and 5 deal with the proof of Γ-liminf and Γ-limsup inequalities respectively.

1. Assumptions and setting of the problem

Let Y = [0, 1)n. Let also E ⊂ R
n be a Y -periodic, connected, open set, with Lipschitz boundary ∂E = S, and

denote B = R
n \E. We also assume for the presentation simplicity that E ∩Y is a connected set with Lipschitz

boundary and that B ∩ Y ⊂⊂ Y so that R
n \ E is made of disconnected components. Denote E0 = E ∩ Y ,

S0 = S ∩ Y , B0 = B ∩ Y .
For any positive number ε and every set A ⊂ R

n we denote the corresponding ε-homothetic set by
εA = {x ∈ R

n : x/ε ∈ A}. Now, for every i ∈ Z
n we set Y i

ε = ε(i + Y ), Si
ε = εS ∩ Y i

ε , Bi
ε = εB ∩ Y i

ε .
Given a bounded open set Ω ⊂ R

n with Lipschitz boundary, we consider the perforated domain Ωε defined by

Ωε = Ω \ ∪{Bi
ε : i ∈ Iε}, Iε = {i ∈ Z

n : Y i
ε ⊂ Ω}· (1.1)

In this case Ωε remains connected and the perforation does not intersect the boundary of Ω, so that ∂Ωε is the
union of the fixed surface ∂Ω and the varying surface Sε

∂Ωε = ∂Ω ∪ Sε, Sε = ∪{Si
ε : i ∈ Iε}·
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Let us denote by Hn−1 the Hausdorff (n − 1)-dimensional measure in R
n, and let R = R ∪ {−∞, +∞}. We

consider the functional Fε : Lp(Ω) → R defined by

Fε(u) =

⎧⎨
⎩

∫
Ωε

f
(x

ε
, Du

)
dx +

∫
Sε

g
(x

ε
, u
)

dHn−1 if u ∈ W 1,p(Ωε)

+∞ otherwise.
(1.2)

Here f = f(y, ξ) : R
n ×R

n → R, g = g(y, z) : R
n ×R → R are given Borel functions, which satisfy the following

conditions:
– f(y, ξ) and g(y, z) are Y -periodic in variable y.
– f(y, ξ) is convex in ξ.
– p-growth: there is p > 1 such that

c1|ξ|p ≤ f(y, ξ) ≤ c2(1 + |ξ|p) (1.3)

|g(y, z)| ≤ c3(1 + |z|p), |g′z(y, z)| ≤ c3(1 + |z|p−1) (1.4)
for almost all y ∈ R

n, all ξ ∈ and z ∈ R.
– Centering: ∫

S

g(y, z) dHn−1(y) = 0 for all z ∈ R. (1.5)

– Lipschitz continuity:

|g(y, z1) − g(y, z2)| ≤ c4(1 + |z1| + |z2|)p−1|z1 − z2|, (1.6)

|g′z(y, z1) − g′z(y, z2)| ≤ c5(1 + |z1| + |z2|)p−2|z1 − z2|, (1.7)
for all z1, z2 ∈ R.

Actually, (1.6) is a consequence of (1.4). We formulate this condition explicitly for the sake of convenience.
Also notice that, due to the convexity of f(y, ·), (1.3) implies the estimate

|f(y, ξ1) − f(y, ξ2)| ≤ c6(1 + |ξ1| + |ξ2|)p−1|ξ1 − ξ2|. (1.8)

Given Φ ∈ W 1,p
loc (Rn), we consider a minimization problem with Dirichlet boundary conditions on the exterior

boundary ∂Ω, namely
mε = min{Fε(u) : u = Φ on ∂Ω} (1.9)

and study the asymptotic behaviour of mε and the corresponding minimizers as ε → 0. We remark that the
surface integral in the functional (1.2) plays the role of a boundary condition of Fourier-type on the varying
part of ∂Ωε.

Notice that the minimizers of Fε are only defined in Ωε. It is convenient to extend them to the whole
domain Ω.

Lemma 1.1. Under our standing assumptions on the geometry of Ωε there exists a family of linear continuous
extension operators

Tε : W 1,p(Ωε) → W 1,p(Ω)
such that

Tεu = u in Ωε

and ∫
Ω

|Tεu|pdx ≤ C

∫
Ωε

|u|pdx,

∫
Ω

|D(Tεu)|pdx ≤ C

∫
Ωε

|Du|pdx (1.10)

for each u ∈ W 1,p(Ωε), the constant C > 0 here does not depend on ε.
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Proof. In the case p = 2 the proof of the required statement can be found in [9] and in [10], Theorem 1.2.10.
Following the line of this proof, one can easily show that this statement also holds for any p ∈ (1, +∞). Indeed,
for an arbitrary function u ∈ W 1,p(Ωε), denote by ui

ε, i ∈ Iε, the restriction of u on Y i
ε , and by U i

ε the rescaled
functions

U i
ε(y) = ui

ε

(
ε(y + i)

)
.

By construction, U i
ε ∈ W 1,p(Y \B0). Since, under our assumptions, E0 = Y ∩E is a connected set with a Lipschitz

boundary, then, according to Lemma 2.6 in [1], there exists an extension operator T : W 1,p(Y \B0) → W 1,p(Y )
such that for any U ∈ W 1,p(Y \ B0) it holds TU = U in Y \ B0, and

∫
Y

|TU |pdy ≤ C

∫
Y \B0

|U |pdy,

∫
Y

|D(TU)|pdy ≤ C

∫
Y \B0

|DU |pdy.

The proof of quoted above Lemma 2.6 in [1] is based on subtracting from U its mean value and applying the
Poincaré inequality to the obtained function (see [1] for the details). If we denote the extension TU i

ε by Ũ i
ε and

let ũi
ε(x) = Ũ i

ε(
x−i

ε ), then ũi
ε = u in Y i

ε \ Bi
ε, and

∫
Y i

ε

|ũi
ε|pdx ≤ C

∫
Y i

ε \Bi
ε

|u|pdx,

∫
Y i

ε

|Dũi
ε|pdx ≤ C

∫
Y i

ε \Bi
ε

|Du|pdx (1.11)

for all i ∈ Iε. Setting Tεu = ui
ε for x ∈ Y i

ε and Tεu = u for x ∈ Ω \ ⋃{Y i
ε : i ∈ Iε}, we obtain the desired

extension operator Tε. The estimate (1.10) can be obtained by summing up the inequalities (1.11) over i ∈ Iε.
This completes the proof.

For the notation simplicity, in this paper we will keep the notation u also for the extended function Tεu.
As a consequence of the existence of extension operators one can derive Friedrichs inequality: there exists a

constant kf > 0 depending only on p, n, Ω, such that

∫
Ωε

|u|p dx ≤ kf

∫
Ωε

|Du|p dx (1.12)

for all ε > 0 and all u ∈ W 1,p(Ωε), such that u = 0 on ∂Ω.
Notice that the functional (1.2) need not be equi-coercive in Lp(Ω), and the infimum in (1.9) might be equal

to −∞. In this case the boundedness of the energies Fε(u) does not imply any a priori estimates for u. The
corresponding example with quadratic functions f(x, ·), g(x, ·) can be constructed as follows.

Let Ω = (0, 1)n be a unit cube in R
n, and suppose that B is a [0, 1]n-periodic cubic structure in R

n, generated
by the set B0 = [r, 1 − r]n with r = 1/4. Then εB is a disperse cubic structure. Denote Sε = ε∂B ∩ Ω. We
consider the functional

Fε(u) =
∫
Ωε

|∇u|2dx + λ

∫
Sε

g0

(x

ε

)
u2dHn−1, with λ > 0,

and we assume that g0(y) is a smooth Y -periodic function whose trace on S is nontrivial (not equal to 0) and
satisfies the condition ∫

S0

g0(y)dHn−1 = 0.

This is a particular case of (1.2) with f(y, z, ξ) = |ξ|2 and g(y, z) = g0(y)z2. Clearly, all the conditions (1.3)–(1.8)
are fulfilled with p = 2. Denote

u0(x) = [x1(1 − x1)]2[x2(1 − x2)]2 × . . . × [xn(1 − xn)]2
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and
uε(x) = u0(x) − εg0

(x

ε

)
u0(x).

In this case uε = u0 = Φ on ∂Ω, with Φ ≡ 0. Evaluating Fε(uε) we obtain after straightforward rearrangements

Fε(uε) =
∫
E0

dy

∫
Ω

|∇u0(x)|2dx +
∫
Ω

u2
0(x)

∫
E0

|∇g0(y)|2dy dx

+ λ

∫
Sε

u2
0(x)g0

(x

ε

)
dHn−1 − 2ελ

∫
Sε

|u0(x)|2g2
0

(x

ε

)
dHn−1 + O(ε)

=
(
1 − (1 − 2r)n

)∫
Ω

|∇u0(x)|2dx +
∫
Ω

u2
0(x)

∫
E0

|∇g0(y)|2dy dx

+ 2λ

∫
Ω

∇(u2
0(x))dx ·

∫
S0

yg0(y)dHn−1(y) − 2λ

∫
Ω

∫
S0

u2
0(x)g2

0(y)dHn−1(y)dx + O(ε).

If we now choose g0(y) in such a way that
− g0(y) only depends on y1, i.e. g0(y) = g0(y1);

− g0(y1 − 1/2) is an even function;

− supp(g0(·)) ∩ [0, 1] ⊂ (−1/4, 1/4),

− ∫ 1

0
g0(y1)dy1 = 0,

then the third integral on the r.h.s. of the last formula is equal to zero, and we get

Fε(uε) =
(
1 − (1/4)n

)∫
Ω

|∇u0(x)|2dx +
∫
Ω

u2
0(x)

∫
E0

|∇g0(y)|2dy dx

−2λ

∫
Ω

∫
S0

u2
0(x)g2

0(y)dHn−1(y)dx + O(ε).

Since
∫
Ω

u2
0(x)dx > 0 and

∫
S0

g2
0(y)dHn−1(y) > 0, then for large enough λ and small enough ε we obtain

Fε(uε) ≤ c < 0. Therefore, if we denote vε(x) = ε−1uε(x), then, for some λ > 0,

Fε(vε) = ε−2Fε(uε) ≤ cε−2 < 0, and ‖vε‖L2(Ω) → ∞, as ε → 0.

In this paper we will show that the functional Fε does Γ-converge, as ε → 0 (see, for instance [12] for the
definition of Γ-convergence), and that the limit functional F takes the form

F (u) =
{ ∫

Ω
L(u, Du)dx if u ∈ W 1,p(Ω)

+∞ otherwise (1.13)

where

L(z, ξ) = inf

⎧⎨
⎩
∫

E∩Y

f(y, ξ + Dw)dy +
∫

S∩Y

g′z(y, z)(ξ · y + w) dHn−1 : w ∈ W 1,p
per(Y ∩ E)

⎫⎬
⎭ · (1.14)
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Here W 1,p
per(E ∩ Y ) denotes the space of functions w : E → R being the restriction to E of Y -periodic functions

in W 1,p
loc (Rn).

We also show that, under the assumption that the coercivity constant c1 in (1.3) is sufficiently large, the
minimizer uε in (1.9) converges in Lp(Ω), as ε → 0, towards a minimizer u of the limit functional F . Moreover,
the corresponding minimum values also converge, i.e., mε → m where

m = min{F (u) : u = Φ on ∂Ω}· (1.15)

Let us compute the effective Lagrangian in the quadratic case:

f(y, ξ) = a(y)ξ · ξ, g(y, z) = g0(y)z2.

According to the above formula (1.14), in this case we have

L(z, ξ) = min
w∈H1

per(Y ∩E)

⎧⎨
⎩
∫

E∩Y

a(y)(ξ + Dw) · (ξ + Dw)dy + 2
∫

S∩Y

g0(y)z(ξ · y + w) dHn−1

⎫⎬
⎭ · (1.16)

The corresponding Euler equation reads{
div(a(y)(ξ + ∇w(y))) = 0 in E0,

∂
∂na

w
∣∣∣
S0

= −a(y)n · ξ + zg0(y), w ∈ H1
per(Y ).

By linearity, a solution of this equation can be represented as the sum w(x) = w1(x) + w2(x), where w1 and w2

are solutions to the problems {
div(a(y)(ξ + ∇w1(y))) = 0 in E0,

∂
∂na

w1

∣∣∣
S0

= −a(y)n · ξ, w1 ∈ H1
per(Y )

and {
div(a(y)∇w2(y)) = 0 in E0,

∂
∂na

w2

∣∣∣
S0

= zg0(y) w2 ∈ H1
per(Y ).

Substituting w1 and w2 in (1.16) and considering the above equations and the fact that w1 and w2 depend
linearly on ξ and z respectively, we obtain after simple rearrangements

L(z, ξ) =
∫
E0

a(y)(ξ + ∇w1) · (ξ + ∇w1)dy −
∫
E0

a(y)∇w2 · ∇w2dy

+ 2
∫
S0

g0(y)z(ξ · y + w1(y)) dHn−1 = âNξ · ξ − ĝz2 + b̂ · ξz.

It should be noted that the matrix âN here coincides with the effective matrix for the classical homogenization
problem with homogeneous Neumann conditions on the perforation boundary.

Notice also that ĝ > 0 unless g0(y) = 0. The contribution of the last term b̂ · ξz can be computed explicitly.
Indeed, if u = Φ on ∂Ω, then

1
2

∫
Ω

b̂ · ∇(u2(x))dx =
1
2

∫
∂Ω

b̂ · nΦ2(x) dHn−1.

Therefore, this term does not depend on u, and hence it does not have an influence on the limit minimizer.
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2. Main results

First of all, we obtain the estimate for the surface term of Fε(u) in terms of its volume term and the
Lp-norm of u on Ωε. This estimate relies crucially on the assumption (1.5) and plays important role in the
further analysis.

Lemma 2.1. For any γ > 0 there exists a positive constant c(γ) such that for each ε > 0 and every set Aε of
the form

Aε = ∪{Y i
ε ∩ (εE) : i ∈ I}, with I ⊂ Iε

the inequality holds

∣∣∣∫
Sε∩Aε

g
(x

ε
, u
)

dHn−1
∣∣∣ ≤ (γ + εpc(γ))

∫
Aε

|Du|p dx + c(γ)
∫

Aε

(1 + |u|p) dx (2.1)

for all u ∈ W 1,p(Aε). Moreover,

∣∣∣∫
Sε

g
(x

ε
, u
)

dHn−1
∣∣∣ ≤ (γ + εpc(γ))

∫
Ωε

|Du|p dx + c(γ)
∫

Ωε

(1 + |u|p) dx (2.2)

for all u ∈ W 1,p(Ωε). In particular,

∣∣∣∫
Sε

g
(x

ε
, u
)

dHn−1
∣∣∣ ≤ k0

∫
Ωε

(1 + |u|p + |Du|p) dx (2.3)

for some k0 > 0 which does not depend on ε.

The proof of Lemma 2.1 is given in Section 3.
For the reader’s convenience, we recall now the definition of Γ-convergence that we will use in the rest of the

paper.

Definition 2.2. Let Fε, F : Lp(Ω) → R for every ε > 0. The family Fε is said to Γ-converge to F , as ε → 0, if
the following two properties hold

(a) (Γ-lim inf inequality) For any sequence uε ∈ Lp(Ω), such that uε converges to u in Lp(Ω), as ε → 0, we
have

lim inf
ε→0

Fε(uε) ≥ F (u).

(b) (Γ-lim sup inequality) For any u ∈ Lp(Ω) there is a sequence uε ∈ Lp(Ω) such that uε converges to u
in Lp(Ω) and

lim sup
ε→0

Fε(uε) ≤ F (u).

We state now our main result.

Theorem 2.3. Let Fε, F : Lp(Ω) → R be the functional given by (1.2), (1.13), (1.14), and suppose that all the
conditions specified in Section 1 are fulfilled. Then Fε does Γ-converge to F , as ε → 0.

Proposition 2.4. Let u ∈ W 1,p(Ω), and suppose that u|∂Ω = Φ. Then there is a family uε ∈ W 1,p(Ω),
uε|∂Ω = Φ, such that

lim sup
ε→0

Fε(uε) = F (u). (2.4)

The proof of Theorem 2.3 and Proposition 2.4 is presented in the following sections. In the rest of this section
we derive a number of consequences of these results. Consider minimization problems (1.9) and (1.15).
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Corollary 2.5. If all the assumptions of Theorem 2.3 hold true and if, furthermore,

c1 > k0(1 + kf ), (2.5)

where kf is given by (1.12), then for every Φ ∈ W 1,p
loc (Rn) and for all sufficiently small ε > 0 problem (1.9) is

well-posed and has a minimizer uε ∈ W 1,p(Ω). Moreover, the limit problem (1.15) is also well-posed, and∫
Ωε

|uε − u|pdx → 0, mε → m, (2.6)

as ε → 0, where u is a solution to problem (1.15), and m is the corresponding minimum.

Proof. Let us first show that under condition (2.5) the functionals {Fε(u) : u|∂Ω = Φ} are equi-coercive. For
any u ∈ W 1,p(Ωε) by (1.3) and (2.3) we have

Fε(u) ≥ −k0

∫
Ωε

(1 + |u|p + |Du|p) dx + c1

∫
Ωε

|Du|p dx. (2.7)

Since u|∂Ω = Φ, (1.12) we get ∫
Ωε

|u − Φ|p dx ≤ kf

∫
Ωε

|Du − DΦ|p dx.

We transform this estimate using the following simple inequality: for any κ > 0 there is c(p, κ) > 0 such that
(a + b)p ≤ (1 + κ)ap + c(p, κ)bp for all positive a and b. After simple rearrangements this yields∫

Ωε

|u|p dx ≤ (1 + κ)kf

∫
Ωε

|Du|p dx + c(p, κ)(1 + kf )
∫
Ωε

(|Φ|p + |DΦ|p) dx. (2.8)

Combining the last estimate with (2.7), we obtain

(c1 − k0(1 + (1 + κ)kf ))
∫

Ωε

|Du|p dx ≤ Fε(u) + k0|Ω| + c1(κ, p)
∫

Ωε

(|Φ|p + |DΦ|p) dx.

According to (2.5) we can choose κ > 0 in such a way that (c1 − k0(1 + (1 + κ)kf )) > 0. Considering (2.8) we
conclude that for some c1(p) > 0 and c2(p) > 0 the inequality

c1(p)
∫

Ωε

(|u|p + |Du|p) dx ≤ Fε(u) + k0|Ωε| + c2(p)
∫

Ωε

(|Φ|p + |DΦ|p) dx (2.9)

holds for all u ∈ W 1,p(Ωε) such that u = Φ on ∂Ω. This completes the proof of equi-coercivity.
Another important property of Fε is its lower semi-continuity in the space Lp(Ω). To prove this property

notice that, by Lemma 2.1, the surface integral
∫

Sε
g
(

x
ε , u

)
dHn−1 is uniformly in ε continuous in the space W 1,p

equipped with the topology of weak convergence. This implies that the said surface integral is uniformly in ε
continuous with respect to the strong Lp topology in any bounded subset of W 1,p(Ω). The lower semi-continuity
of Fε is then a consequence of the assumptions of Section 1 and of the coerciveness.

Notice also that, according to Proposition 2.4, for any u ∈ W 1,p(Ω) a recovery sequence {uε} which satisfies
Γ-limsup inequality can be chosen in such a way that uε|∂Ω = u|∂Ω for all ε > 0.

The statement of Corollary 2.5 now follows from the standard properties of Γ-convergence (see, for in-
stance [12]).

Remark 2.6. It should be noted that the functional Fε is coercive only in the presence of a dissipative
boundary conditions on ∂Ω. Indeed, in the case of the homogeneous Neumann boundary condition on ∂Ω,
letting uε(x) = 1/ε in Ω we obtain the sequence of zero energy functions which tends to infinity as ε → 0.
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3. Preliminary results

We begin this section by recalling some inequalities valid in Sobolev spaces. For their proof see, for in-
stance [2,20]. Under our assumptions on E, and S, there exist positive constants kp, kt such that for each
u ∈ W 1,p(Y ) the following inequalities hold:

Poincaré-Wirtinger inequality ∫
S∩Y

|u − u|p dHn−1 ≤ kp

∫
E∩Y

|Du|p dy (3.1)

where

u = |E ∩ Y |−1

∫
E∩Y

u dx (3.2)

(the inequality remains valid if u is replaced by the surface average of u on S ∩ Y ).

Trace inequality ∫
S∩Y

|u|p dHn−1 ≤ kt

∫
E∩Y

(|u|p + |Du|p) dy. (3.3)

By performing the change of variable y = x
ε it is easy to obtain the corresponding re-scaled estimates. Given

a function u ∈ W 1,p(Ω), denote by uε(·) the piecewise-constant function obtained by taking the mean value of u
over each cell Y i

ε , i.e.,

uε(x) =
1

|Y i
ε ∩ εE|

∫
Y i

ε ∩εE

u(y)dy, if x ∈ Y i
ε ∩ εE. (3.4)

Then, it is easy to check that, for every u ∈ W 1,p(Ω) and every ε > 0

∫
Sε

|u − uε|p dHn−1 ≤ kpε
p−1

∫
Ωε

|Du|p dy (3.5)

∫
Sε

|u|p dHn−1 ≤ kt

(
ε−1

∫
Ωε

|u|p dy + εp−1

∫
Ωε

|Du|p) dy

)
. (3.6)

Using the preceding inequalities we can prove the statement of Lemma 2.1.

Proof of Lemma 2.1. We first prove auxiliary inequalities for W 1,p(Y ) functions. Let u ∈ W 1,p(Y ) and u be
defined by (3.2); then, by (1.5) and (1.6) we have

∣∣∣∫
Y ∩S

g(y, u) dHn−1
∣∣∣ =

∣∣∣∫
Y ∩S

(
g(y, u) − g(y, u) + g(y, u)

)
dHn−1

∣∣∣
≤ c4

∫
S∩Y

|u − u|(1 + |u| + |u|)p−1.

By using Holder inequality, (3.7), (3.1) and (3.3) we obtain

∣∣∣∫
Y ∩S

g(y, u) dHn−1
∣∣∣ ≤ c4

(∫
Y ∩S

|u − u|p dHn−1

) 1
p (∫

Y ∩S

(1 + |u| + |u|)p dHn−1

) 1
p′

≤ c4

(
kp

∫
Y ∩E

|Du|p dy

) 1
p
(

kt

∫
Y ∩E

(
(1 + |u| + |u|)p + |Du|p

)
dy

) 1
p′

.
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Now, consider u ∈ W 1,p(Ωε). Making the change of variable y = x
ε , for each Y i

ε ⊆ Ω we have

ε1−n

∣∣∣∣∣
∫

Y i
ε ∩Sε

g
(x

ε
, u
)

dHn−1

∣∣∣∣∣ ≤ c

(
ε−n

∫
Y i

ε ∩εE

εp|Du|pdx

) 1
p
(

ε−n

∫
Y i

ε ∩εE

(1 + |u|p + |uε|p + εp|Du|p)dx

) 1
p′

≤ cε−
n
p

(∫
Y i

ε ∩εE

εp|Du|pdx

)1/p

· ε− n
p′

(∫
Y i

ε ∩εE

(
(1 + |u| + |uε|)p + εp|Du|p)dx

) 1
p′

= cε1−n

(∫
Y i

ε ∩εE

|Du|pdx

)1/p(∫
Y i

ε ∩εE

(
(1 + |u| + |uε|)p + εp|Du|p)dx

) 1
p′

.

By the Young inequality, for any γ > 0 we get

∣∣∣ ∫
Y i

ε ∩Sε

g(y, u) dHn−1
∣∣∣ ≤ γ

∫
Y i

ε ∩εE

|Du|pdx + cγ−p′/p

∫
Y i

ε ∩εE

(
(1 + |u| + |uε|)p + εp|Du|p

)
dx.

For uε Jensen’s inequality yields the bound

|uε|p ≤ 1
|εE ∩ Y i

ε |
∫

εE∩Y i
ε

|u|pdx, (3.7)

and we finally obtain

∣∣∣∫
Y i

ε ∩Sε

g
(x

ε
, u
)

dHn−1
∣∣∣ ≤ (

γ + εpc(γ)
) ∫

Y i
ε ∩εE

|Du|pdx + c(γ)
∫

Y i
ε ∩εE

(1 + |u|)pdx.

Taking the sum over i ∈ I ⊂ Iε or i ∈ Iε we obtain the estimates (2.1) and (2.2), respectively. The estimate (2.3)
easily follows from (2.2).

We proceed to coercivity properties of functionals Fε.

Lemma 3.1. Assume that uε ∈ W 1,p(Ωε) satisfies the bound

∫
Ωε

|uε|pdx ≤ c

with a constant c > 0 independent of ε, and let Fε(uε) ≤ c. Then there exists ε0 > 0 such that

∫
Ωε

(|uε|p + |Duε|p) dx ≤ c′ ∀ε ∈ (0, ε0)

for a suitable constant c′ > 0 which does not depend on ε. In other words, there are constants c1, c2 > 0 and
ε0 > 0, such that

Fε(u) + c1‖u‖p
Lp(Ωε) ≥ c2‖u‖p

W 1,p(Ωε)

for all ε < ε0.

Proof. The desired statement follows immediately from the estimate (2.2) and assumption (1.3).

Our next aim is to obtain some properties of the Lagrangian L, defined in (1.14).
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Proposition 3.2. The function L defined by (1.14) has the following properties:

(a) L(z, ·) is convex for every z ∈ R.
(b) L(·, ξ) is Lipschitz-continuous for every ξ ∈ R

n, i.e.,

|L(z2, ξ) − L(z1, ξ)| ≤ c5(1 + |z1|p−1 + |z2|p−1 + |ξ|p−1)|z1 − z2| (3.8)

for every z1, z2 ∈ R and every ξ ∈ R
n.

(c) There are positive constants k1, k2, k3 such that

L(z, ξ) ≥ k1|ξ|p − k2|z|p − k3 (3.9)

for every z ∈ R, and every ξ ∈ R
n.

(d) There is a positive constant k4 such that

L(z, ξ) ≤ k4(|ξ|p + |z|p + 1) (3.10)

for every z ∈ R, and every ξ ∈ R
n.

Proof.

(a) Let us rewrite L as

L(z, ξ) =
∫

Y ∩S

g′z(y, z)(ξ · y) dHn−1(y) + inf
w

(∫
Y ∩E

f(y, ξ + Dw)dy +
∫

Y ∩S

g′z(y, z)w dHn−1(y)

)
.

The first term is linear in ξ, while the second one is easily proved to be convex, since f(y, ξ) is convex
with respect to ξ. Hence the function L(z, ·) is convex.

(b) For brevity we denote by L the function

L(z, ξ, w) =
∫

Y ∩E

f(y, ξ + Dw)dy +
∫

S∩Y

g′z(y, z)(ξ · y + w) dHn−1. (3.11)

Let us fix ξ ∈ R
n, and z1, z2 ∈ R such that L(z1, ξ) < L(z2, ξ). For every η > 0 there exists

wη ∈ W 1,p
per(Y ∩ E) such that

L(z1, ξ) + η > L(z1, ξ, wη).

The function wη is defined up to an additive constant. Choosing this additive constant in a proper way,
one can assume without loss of generality, that the mean value of either wη or (ξ · y + wη) is equal to
zero, so that the Poincaré inequality holds. It is not difficult to show that

‖Dwη‖p
Lp(Y ∩E) ≤ k6(1 + |ξ|p + |z1|p), ‖ξ + Dwη‖p

Lp(Y ∩E) ≤ k6(1 + |ξ|p + |z1|p) (3.12)
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with k6 > 0 which does not depend on η. Indeed, by (1.3) and (3.10) we get

∫
Y ∩E

|ξ + Dwη|p dy ≤ 1
c1

∫
Y ∩E

≤ f(y, ξ + Dwη)dy

≤ 1
c1

L(ξ, z1) +
1
c1

∣∣∣ ∫
S∩Y

g′z(y, z1)(ξ · y + wη) dHn−1
∣∣∣+ η

c1

≤ C(1 + |ξ|p + |z1|p) + C(1 + |z1|p−1)
∫

S∩Y

|ξ · y + wη| dHn−1

≤ C(1 + |ξ|p + |z1|p) + C(1 + |z1|p−1)
(∫

Y ∩E

|ξ + Dwη|p dy

)1/p

≤ C(1 + |ξ|p + |z1|p) +
1
2

∫
Y ∩E

|ξ + Dwη|p dy;

here we have also used the Young and the trace inequalities. This yields the second upper bound
in (3.12). The first upper bound easily follows form the second one. Similar arguments are used in the
proof of Proposition 3.4. The reader can find more detail proof there.

Now, by the definition of L, we have

0 < L(z2, ξ) − L(z1, ξ) ≤ L(z2, ξ, wη) − L(z1, ξ, wη) + η

=
∫

Y ∩S

(
g′z(y, z2) − g′z(y, z1)

)
(ξ · y + wη) dHn−1 + η.

By the Lipschitz-continuity of g′z (see (1.7)) we conclude that

0 < L(z2, ξ) − L(z1, ξ) ≤ c5(1 + |z1|p−2 + |z2|p−2)|z1 − z2|‖ξ + Dwη‖1/p
Lp(Y ∩E) + η

≤ c6(1 + |z1|p−1 + |z2|p−1 + |ξ|p−1)|z1 − z2| + η.

If L(z2, ξ) < L(z1, ξ) the proof is analogous. Since η is an arbitrary positive number, then (3.8) follows.

(c) By the definition (3.11) of L and by the coercivity of f (see (1.3)), for every w ∈ W 1,p
per(Y ∩E) with zero

average on Y ∩ E we have the following estimate

L(z, ξ, w) ≥
∫

Y ∩E

f(y, z, ξ + Dw)dy +
∫

S∩Y

g′z(y, z)(ξ · y + w) dHn−1

≥ c1

∫
Y ∩E

|ξ + Dw|pdy +
∫

S∩Y

g′z(y, z)(ξ · y + w) dHn−1.

By assumption (1.4) we can estimate the second integral above as follows

∣∣∣∫
S∩Y

g′z(y, z)(ξ · y + w) dHn−1
∣∣∣ ≤ c3

∫
S∩Y

(1 + |z|p−1)|ξ · y + w| dHn−1

≤ cHn−1(Y ∩ S)1−1/p(1 + |z|p−1)
(∫

S∩Y

|ξ · y + w|p dHn−1
)1/p

,
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where c is a suitable positive constant, and we have applied Holder’s inequality. Now, by the trace
inequality (3.3)

cHn−1(Y ∩ S)1−1/p(1 + |z|p−1)
(∫

S∩Y

|ξ · y + w|p dHn−1
)1/p

≤

c′(1 + |z|p−1)
(∫

E∩Y

(|ξ · y + w|p + |ξ + Dw|p)dy
)1/p

.

By means of Poincaré inequality (3.1), we obtain also that

c′(1 + |z|p−1)
(∫

E∩Y

(|ξ · y + w|p + |ξ + Dw|p)dy
)1/p

≤ c′kp(1 + |z|p−1)
(∫

E∩Y

|ξ + Dw|pdy
)1/p

.

Now, by Young’s inequality, for every η > 0 there exists cη > 0 such that

c′kp(1 + |z|p−1)
(∫

E∩Y

|ξ + Dw|pdy
)1/p

≤ cη(1 + |z|p) + η

∫
E∩Y

|ξ + Dw|pdy.

Hence, we have obtained that

∣∣∣∫
S∩Y

g′z(y, z)(ξ · y + w) dHn−1
∣∣∣ ≤ cη(1 + |z|p) + η

∫
E∩Y

|ξ + Dw|pdy. (3.13)

According to [1] there is an extension operator from W 1,p(Y ∩ E) to W 1,p(Y ) such that the extended
function (still denoted w) satisfies the inequality

∫
Y

|ξ + Dw|pdy ≤ C

∫
Y ∩E

|ξ + Dw|pdy

with a constant C which does not depend on w. Hence, using Jensen’s inequality we can estimate L as
follows

L(z, ξ) = inf
w

L(z, ξ, w) ≥ inf
(

c1

∫
Y ∩E

|ξ + Dw|pdy − η

∫
E∩Y

|ξ + Dw|pdy

)

− c(1 + |z|p) ≥ inf
(

c1

C

∫
Y

|ξ + Dw|pdy − η

∫
Y

|ξ + Dw|pdy

)

− c(1 + |z|p) ≥
(c1

C
− η

)∫
Y

|ξ|pdy − c(1 + |z|p).

From the arbitrariness of η inequality (3.9) follows immediately.
(d) This upper bound is straightforward. Indeed, it suffices to substitute w = 0 in the definition of L(ξ, z),

and the required bound follows from (1.3)–(1.4).

Remark 3.3. In the case of disjoint inclusions studied here, one can improve the upper bound (3.10) for L(ξ, z)
by choosing the test function w(y) equal to −ξ · y on S and zero on ∂Y , in such a way that |∇w| ≤ C|ξ|. This
yields an upper bound

L(ξ, z) ≤ k5(|ξ|p + 1)

with a positive constant k5. However, having in mind more general case of connected perforation, we prefer not
to use this estimate.
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Proposition 3.4. For every z ∈ R, ξ ∈ R
n, there exists at least one solution w(·, z, ξ) ∈ W 1,p(Y ∩ E) to the

minimum problem (1.14). Moreover, for every k ∈ R the function w + k is also a solution. Finally, there exists
a positive constant c0 such that

∫
Y ∩E

|w(·, z, ξ)|pdy ≤ c0(1 + |z|p + |ξ|p), (3.14)

∫
Y ∩E

|Dw(·, z, ξ)|pdy ≤ c0(1 + |z|p + |ξ|p) (3.15)

for every z ∈ R, ξ ∈ R
n, and for every solution w that has zero average on the set Y ∩ E.

Proof. Let L(z, ξ, w) be defined by (3.11) for every z ∈ R, ξ ∈ R
n, w ∈ W 1,p(Y ∩ E). It is easy to see that

L(z, ξ, ·) is lower-semicontinuous on W 1,p(Y ∩ E) with respect to W 1,p-weak convergence. Moreover, L(z, ξ, ·)
is also coercive; in fact, using (1.3) and (3.13), one can show that, for every η > 0 there exist cη such that

L(z, ξ, w) ≥ (c1 − η)
∫

Y ∩E

|ξ + Dw|pdy − 2cη(1 + |z|p), (3.16)

for any w with zero average. Therefore, problem (1.14) has at least one solution. If w is a solution and k ∈ R,
then also w + k is a solution to problem (1.14) since, by (1.5)

∫
Y ∩S

g′z(y, z) dHn−1 = 0 for all z ∈ R.

In order to prove estimate (3.14), let w ∈ W 1,p(Y ∩ E) be a solution of (1.14) with zero mean value

∫
Y ∩E

w dy = 0.

By definition, L(z, ξ, w) ≤ L(z, ξ, 0) and hence

∫
Y ∩E

f(y, z, ξ + Dw)dy +
∫

Y ∩S

g′z(y, z)w dHn−1 ≤
∫

Y ∩E

f(y, z, ξ)dy. (3.17)

By (3.16) we obtain that for every η > 0 there exists cη > 0, such that

(c1 − η)
∫

Y ∩E

|ξ + Dw|pdy − cη(1 + |z|p) ≤ c2(1 + |z|p + |ξ|p)|Y ∩ E|.

From this inequality (3.15) follows easily. The bound (3.14) follows, thanks to the Poincaré inequality.

We now state a lemma, that will be used both in the proof of Γ-lim inf and Γ-lim sup inequality.

Lemma 3.5. There exists a constant c > 0 such that if uε ∈ W 1,p(Ωε) and uε is the piece-wise constant
function defined by (3.4) as the integral average of uε in each cell Y i

ε , then

∣∣∣∫
Sε

g
(x

ε
, uε

)
dHn−1 −

∫
Sε

g′z
(x

ε
, uε

)
(uε − uε) dHn−1

∣∣∣ ≤ c max{ε, εp−1}
(
1 +

∫
Ωε

(|uε|p + |Duε|p)dx
)

(3.18)

for all ε > 0.
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Proof. We make use of the representation

∫
Sε

g
(x

ε
, uε

)
dHn−1 =

∑
i∈Iε

∫
Sε∩Y i

ε

g
(x

ε
, uε

)
dHn−1

and estimate separately the integral over different cells Sε ∩ Y i
ε . Since uε is constant in Y i

ε , by(1.5) and the
regularity of g(y, ·) we have

∫
Sε∩Y i

ε

g
(x

ε
, uε

)
dHn−1 =

∫
Sε∩Y i

ε

g
(x

ε
, uε + (uε − uε)

)
dHn−1

=

1∫
0

∫
Sε∩Y i

ε

g′z
(x

ε
, uε + t(uε − uε)

)
(uε − uε) dHn−1 dt.

From (1.7) we have

∣∣∣
1∫

0

∫
Sε∩Y i

ε

[
g′z
(x

ε
, uε + t(uε − uε)

)
− g′z

(x

ε
, uε

)]
(uε − uε) dHn−1 dt

∣∣∣ ≤
c5

∫
Sε∩Y i

ε

(1 + |uε| + |uε|)p−2|uε − uε|2 dHn−1.

If p ≥ 2 then by applying Holder’s inequality we get

∫
Sε∩Y i

ε

(1 + |uε| + |uε|)p−2|uε − uε|2 dHn−1 ≤

c
(∫

Sε∩Y i
ε

|uε − uε|p dHn−1
)2/p

·
(∫

Sε∩Y i
ε

(1 + |uε|p + |uε|p) dHn−1
) p−2

p

.

Since we can estimate

∫
Sε∩Y i

ε

|uε|p dHn−1 ≤ cε−1

∫
Ωε∩Y i

ε

|uε|pdx ≤ cε−1

∫
Ωε∩Y i

ε

|uε|pdx,

then by (3.5), (3.6) we have

(∫
Sε∩Y i

ε

|uε − uε|p dHn−1
)2/p

·
(∫

Sε∩Y i
ε

(1 + |uε|p + |uε|p) dHn−1
) p−2

p ≤

c
(
εp−1

∫
Ωε∩Y i

ε

|Duε|pdx
)2/p

·
(
ε−1

∫
Ωε∩Y i

ε

(1 + |uε|p)dx + εp−1

∫
Ωε∩Y i

ε

|Duε|pdx
) p−2

p

= cεp−1

∫
Ωε∩Y i

ε

|Duε|pdx + cε
(∫

Ωε∩Y i
ε

|Duε|pdx
)2/p

·
(∫

Ωε∩Y i
ε

(1 + |uε|p)dx
) p−2

p

.
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By Young’s inequality with powers p/2 and (p − 2)/p for any t ∈ [0, 1] we finally get

∣∣∣∫
Sε∩Y i

ε

[
g′z
(x

ε
, uε + t(uε − uε)

)
− g′z

(x

ε
, uε

)]
(uε − uε) dHn−1

∣∣∣ ≤
c max{εp−1, ε}

∫
Ωε∩Y i

ε

|Duε|pdx + cε

∫
Ωε∩Y i

ε

(1 + |uε|p)dx.

By summing up over i we complete the proof in the case p ≥ 2.
If 1 < p < 2, then

∫
Sε∩Y i

ε

(1 + |uε| + |uε|)p−2|uε − uε|2 dHn−1 =

∫
Sε∩Y i

ε

|uε − uε|2−p

(1 + |uε| + |uε|)2−p
|uε − uε|p dHn−1 ≤ c

∫
Sε∩Y i

ε

|uε − uε|p dHn−1

≤ cεp−1

∫
Ωε∩Y i

ε

|Duε|pdx.

Summing up over i we obtain the desired bound.

Lemma 3.6. The family of functionals Fε is continuous with respect to the strong topology of W 1,p(Ω), uniformly
with respect to ε.

Proof. We can prove separately that volume integral

F v
ε (u) =

∫
Ωε

f
(x

ε
, u, Du

)
dx

and surface integral

F s
ε (u) =

∫
Sε

g
(x

ε
, u
)

dHn−1

are continuous, uniformly with respect to ε. We first proceed with F v
ε . From the growth and convexity conditions

stated in Section 1 it follows that there exists a constant c > 0 such that

|f(y, ξ) − f(y, η)| ≤ c(1 + |ξ|p−1 + |η|p−1)|ξ − η|
for a.e. y ∈ R

n, and every ξ, η ∈ R
n. Therefore,

|F v
ε (u) − F v

ε (u)| ≤ c

∫
Ωε

(1 + |Du|p−1 + |Dw|p−1)|Du − Dw|dx

≤ c
(∫

Ωε

(1 + |Du|p + |Dw|p)dx
) p−1

p ·
(∫

Ωε

|Du − Dw|pdx
) 1

p

≤ c(1 + ||u||p−1
W 1,p(Ωε) + ||w||p−1

W 1,p(Ωε))||u − w||W 1,p(Ωε).

Now we consider the surface integral F s
ε . By Lemma 3.5, we have

|F s
ε (u) − F s

ε (w)| ≤
∣∣∣∣
∫

Sε

g′z
(x

ε
, u
)
(u − u − (w − w)) dHn−1

∣∣∣∣
+
∣∣∣∣
∫

Sε

(
g′z
(x

ε
, u
)
− g′z

(x

ε
, w
))

(w − w) dHn−1

∣∣∣∣
+ c max{ε, εp−1}(1 + ||u||pW 1,p(Ωε) + ||w||pW 1,p(Ωε)). (3.19)
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For the first integral on the right hand side, by Poincaré inequality we obtain

∣∣∣∣
∫

Sε

g′z
(x

ε
, u
)
(u − u − (w − w)) dHn−1

∣∣∣∣ c
(∫

Sε

(1 + |u|p−1) dHn−1

) p−1
p
(∫

Sε

|u − u − (w − w)|p dHn−1

) 1
p

≤

c(1 + ||u||p−1
W 1,p(Ωε))||u − w||W 1,p(Ωε).

The second term on the right hand side of (3.19) can be estimated in a similar way, in view of the Lipschitz
continuity of g′z(y, ·). Combining the above bounds and taking into account the fact that for ε ∈ (ε0, 1), ε0 > 0,
the uniform continuity trivially follows from the trace inequality, we obtain the desired uniform continuity for
all ε ∈ (0, 1).

4. Proof of Theorem 2.3: the Γ-lim inf inequality

By Definition 2.2, the family Fε(·) Γ-converges to a functional F = F (u) if the following two properties hold:

(1) (Γ-lim inf inequality). For any sequence {uε}, uε ∈ Lp(Ω), such that uε converges to u in Lp(Ω), we have

lim inf
ε→0

Fε(uε) ≥ F (u)

(by (1.2)), if uε �∈ W 1,p(Ωε), we set Fε(uε) = +∞).

(2) (Γ-lim sup inequality). For any u ∈ Lp(Ω) there is a sequence uε ∈ Lp(Ω) such that uε converges to u in
Lp(Ω) and

lim sup
ε→0

Fε(uε) ≤ F (u).

In this section we are going to prove the Γ-lim inf inequality. To this end, given any u, uε ∈ W 1,p(Ω) such
that uε → u strongly in Lp(Ω), we have to show that

F (u) ≤ lim inf
ε→0

Fε(uε). (4.1)

Since F is continuous on W 1,p(Ω) and Fε is continuous on W 1,p(Ω) uniformly with respect to ε (see Lem. 3.6),
then it is sufficient to prove the above inequality for piecewise affine function u. Moreover, without loss of
generality we can assume that Fε(uε) has a finite limit, as ε → 0. Then, by Lemma 3.1,

sup{||uε||W 1,p(Ωε) : ε > 0} < +∞.

As we said in Section 1, by the extension theorem in [1] we can assume that uε are also bounded in W 1,p(Ω).
For any open subset A ⊂ Ω we denote

Fε(u, A) =
∫

Ωε∩A

f
(x

ε
, Du

)
dx +

∫
Sε∩A

g
(x

ε
, u
)

dHn−1.

Step 1. Let uε be defined by (3.4) as the integral average of uε in each cell Y i
ε . Then, by Lemma 3.5,

∣∣∣∫
Sε

g
(x

ε
, uε

)
dHn−1 −

∫
Sε

g′z
(x

ε
, uε

)
(uε − uε) dHn−1

∣∣∣ ≤ (4.2)

c max{ε, εp−1}
(
1 +

∫
Ωε

(|uε|p + |Duε|p)dx
)
≤ c′ max{ε, εp−1}

for all ε > 0.
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Step 2. Let Aδ be the periodic grid with period δ and thickness δ̃, δ̃ = δ2 + o(δ2), defined by Aδ = R
n \∪{δα +

[−δ+δ̃
2 , δ−δ̃

2 ]n : α ∈ Z
n}. We assume in what follows that both δ and δ̃ are integer multipliers of ε.

Covering the domain Ω by δ̃ shifts of Aδ in each coordinate directions so that

Ω =
⋃

α∈Zn∩
[
0,δ/δ̃

]n

(
(Aδ + αδ̃) ∩ Ω

)
,

one can conclude in the standard way that for every ε > 0 there exists xδ
ε ∈ R

n such that

Fε(uε, (Aδ + xδ
ε) ∩ Ω) ≤ cnδFε(uε, Ω),∫

(Aδ+xδ
ε)∩Ω

(|Duε|p + |uε|p) dx ≤ cnδ

∫
Ω

(|Duε|p + |uε|p) dx
(4.3)

where the constant cn > 0 only depend on the dimension n. Moreover, the shift xδ
ε can be chosen in such

a way that (Aδ + xδ
ε) is compatible with ε-grid, i.e. it consists of integer number of solid periods {Y i

ε }.
From now on, we set Aδ

ε = Aδ + xδ
ε. In view of Lemmas 2.1 and 3.1 the estimate (4.3) yields

∫
(Aδ+xδ

ε)∩Ω

(
|uε|p + |Duε|p

)
dx ≤ cnδ(Fε(uε, Ω) + C) (4.4)

for every δ > 0.
Step 3. Let ϕδ

ε be a δ-periodic cut-off function associated to the set Aδ
ε, i.e., ϕδ

ε ∈ C∞
per(Rn), 0 ≤ ϕδ

ε ≤ 1, ϕδ
ε = 1

in R
n \ Aδ

ε, ϕδ
ε = 0 on ∪({δα + ∂([− δ

2 , δ
2 ]n) : α ∈ Z

n} + xδ
ε), and |Dϕδ

ε| ≤ c/δ2. Let us define

uδ
ε = u + ϕδ

ε(uε − u). (4.5)

Then uδ
ε = u on the boundary of each δ-cell δα + [− δ

2 , δ
2 ]n + xδ

ε. For the volume integral we claim that

∣∣∣∫
Ωε

f
(x

ε
, Duε

)
dx −

∫
Ωε

f
(x

ε
, Duδ

ε

)
dx
∣∣∣ =

∫
Aδ

ε

∣∣∣f(x

ε
, Duε

)
− f

(x

ε
, Duδ

ε

)∣∣∣dx

≤ c

∫
Aδ

ε

(
1 + |Du|p + |Duε|p +

1
δ2

|uε − u|p
)

dx

≤ cδ

∫
Ωε

(|Du|p + |Duε|p + 1)dx +
1
δ2

∫
Ωε

|uε − u|pdx ≤ cδ +
1
δ2

κ0(ε) (4.6)

with κ0(ε) → 0 as ε → 0, uniformly in δ.
Step 4. Let xα

δ be the center of the cell Y α
δ = δα + xδ

ε + [− δ
2 , δ

2 ], and let

uδ(x) =
∑

i

u(xi
δ)χY i

δ
(x), ∀x ∈ R

n.

We claim that

∣∣∣ ∫
Sε

g′z
(x

ε
, uε

)
(uε − uε) dHn−1 −

∫
Sε

g′z
(x

ε
, uδ

)
uδ

ε dHn−1
∣∣∣ ≤ c

(
δ + δ1/p + κ(ε)

(
1 +

1
δ2

))
(4.7)

with κ(ε) → 0 as ε → 0.
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First we estimate

∣∣∣ ∫
Sε

g′z
(x

ε
, uε

)
(uε − uε) dHn−1 −

∫
Sε

g′z
(x

ε
, uδ

)
(uε − uε) dHn−1

∣∣∣ ≤
∫

Sε

(1 + |uε| + |uδ|)p−2|uε − uδ| |uε − uε| dHn−1.

If p ≥ 2 then by the Holder inequality, (3.3), and the fact that uε is constant in each ε-cell, we obtain

∫
Sε

(1 + |uε| + |uδ|)p−2|uε − uδ| |uε − uε| dHn−1 ≤
(∫

Sε

(1 + |uε| + |uδ|)p dHn−1

) p−2
p
(∫

Sε

|uε − uδ|p dHn−1

) 1
p
(∫

Sε

|uε − uε|p dHn−1

) 1
p

≤
(

cε−1

∫
Ωε

(1 + |uε| + |uδ|)pdx

) p−2
p
(

ε−1

∫
Ωε

|uε − uδ|pdx

) 1
p
(

εp−1

∫
Ωε

|Duε|pdx

) 1
p

≤ c

(∫
Ωε

|uε − uδ|pdx

) 1
p

≤ c

(∫
Ωε

|uε − u|pdx

) 1
p

+ c

(∫
Ωε

|u − uδ|pdx

) 1
p

≤ κ1(ε) + c1δ,

where κ1(ε) → 0 as ε → 0.
If 1 < p < 2, for the same reason we have

∫
Sε

(1 + |uε| + |uδ|)p−2|uε − uδ| |uε − uε| dHn−1 ≤
∫

Sε

|uε − uδ|2−p

(1 + |uε| + |uδ|)2−p
|uε − uδ|p−1 |uε − uε| dHn−1 ≤

∫
Sε

|uε − uδ|p−1 |uε − uε| dHn−1

≤
(∫

Sε

|uε − uδ|p dHn−1

) p−1
p
(∫

Sε

|uε − uε|p dHn−1

) 1
p

≤
(

ε−1

∫
Ωε

|uε − uδ|pdx

) p−1
p
(

εp−1

∫
Ωε

|Duε|pdx

) 1
p

≤ κ2(ε) + cδ1− 1
p ,

where again κ2(ε) → 0 as ε → 0.
Next, we should estimate

∣∣∣ ∫
Sε

g′z
(x

ε
, uδ

)(
(uε − uε) − uδ

ε

)
dHn−1

∣∣∣ =
∣∣∣ ∫

Sε

g′z
(x

ε
, uδ

)(
(uε − uδ

ε

)− (uε − uδ
ε)
)
dHn−1

∣∣∣ ≤
c

∫
Sε

|(uε − uδ
ε

)− (uε − uδ
ε)| dHn−1 ≤ c

(∫
Ωε

|D(uε − uδ
ε)|pdx

)1/p

= c

(∫
Ωε

|D((1 − ϕδ
ε)(uε − u))|pdx

)1/p

≤
(∫

Aδ
ε

|D(uε − u)|pdx

)1/p

+
1
δ2

(∫
Aδ

ε

|uε − u|pdx

)1/p

≤ cδ1/p +
c

δ2
κ3(ε)

with κ3(ε) → 0 as ε → 0; the bound (4.4) and the estimate |Dϕδ
ε| ≤ c/δ2 have also been used here.

Combining the above estimates we obtain (4.7).
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Step 5. Denote by C the discontinuity set of Du. Since u is a piecewise affine function, then C consists of finite
number of hyperplanes. For every δ > 0, let us consider the set Bδ = ∪{Y α

δ : Y α
δ ∩C �= ∅ or Y α

δ ∩∂Ω �= ∅}.
It is easy to see that |Bδ| ≤ cδ. Under our standing assumptions,

Fε(uε, Bδ) ≥ −cδ
np−n+p

np ∧1, |F (u, Bδ)| ≤ c1δ. (4.8)

Indeed, by Lemma 2.1

Fε(uε, Bδ) ≥ −c

∫
Bδ

(1 + |uε|p) ≥ −c(|Bδ|
np−n+p

np ∧1 + |Bδ|);

the last inequality here follows from the bound ‖uε‖W 1,p(Ω) ≤ C and the Sobolev imbedding theorem.
The second inequality in (4.8) is trivial.

Taking into account the definitions of L(z, ξ) and of uδ
ε (see (4.5)), we obtain∫

Ωε\Bδ

f
(x

ε
, Duδ

ε

)
dx +

∫
Sε\Bδ

g′z
(x

ε
, uδ

)
(uδ

ε − uδ) dHn−1 ≥
∫

Ω\Bδ

L(uδ, Du)dx. (4.9)

In order to prove this inequality we denote Iδ = {α ∈ Z
n : Y α

δ ⊂ Ω \Bδ}, and Jε = {i : Y i
ε ⊂ Ω \Bδ}.

Then∫
Ωε\Bδ

f
(x

ε
, Duδ

ε

)
dx +

∫
Sε\Bδ

g′z
(x

ε
, uδ

)
(uδ

ε − uδ) dHn−1 ≥
∑
α∈Iδ

inf
w∈W 1,p

per (Y α
δ )

∫
Y α

δ ∩Ωε

f
(x

ε
, Du + Dw

)
dx +

∫
Y α

δ ∩Sε

g′z
(x

ε
, uδ

)
(u + w) dHn−1

=
∑
i∈Jε

inf
w∈W 1,p

per (Y i
ε )

∫
Y i

ε ∩Ωε

f
(x

ε
, Du + Dw

)
dx +

∫
Y i

ε ∩Sε

g′z
(x

ε
, uδ

)
(u + w) dHn−1

=
∫

Ω\Bδ

L(uδ, Du)dx,

the first equality here follows from the convexity of the Lagrangian with respect to the function w and
its gradient.

Step 6. Considering the properties of L(z, ξ) it is easy to see that∣∣∣∫
Ω\Bδ

L(uδ, Du)dx −
∫

Ω\Bδ

L(u, Du)dx
∣∣∣ ≤ cδ (4.10)

as δ → 0.
The last two inequalities together with the estimates (4.6), (4.7) and (4.8) imply

lim inf
ε→0

Fε(uε) ≥
∫

Ω

L(u, Du)dx − c(δ + δ1/p + δ
np−n+p

np ∧1).

Since δ is an arbitrary positive number, the desired Γ-lim inf inequality (4.1) follows.

5. Proof of Theorem 2.3: the Γ-lim sup inequality

According to the definition of Γ-convergence, we have to prove that for every u ∈ W 1,p(Ω) there exists a
sequence uε ∈ W 1,p(Ω) → u strongly in Lp(Ω), such that

lim sup
ε→0

Fε(uε) ≤ F (u). (5.1)
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Since the functional F is continuous with respect to strong convergence in W 1,p(Ω), it is enough to show that
(5.1) holds for every piecewise affine function u. Moreover, since

F (u) =
∫

Ω

L(u, Du)dx,

then, by localization, we can reduce to the case where u is affine, i.e., u(x) = û+ ξ ·x, where û ∈ R and ξ ∈ R
n.

First of all, given z ∈ R, and ξ ∈ R
n, we fix a solution w(·, z, ξ) ∈ W 1,p

per(Y ) of the minimum problem (1.14)
such that

w = Hn−1(S ∩ Y )−1

∫
S∩Y

w dHn−1 = 0.

For every δ > 0, with 0 < ε < δ < 1, let us define by Qδ the open cube Qδ = ]− δ
2 , δ

2 [n, and by Qδ+ and Qδ− the
sightly bigger and smaller ones Qδ+ = ]− δ+δ2

2 , δ+δ2

2 [n, Qδ− = ]− δ−δ2

2 , δ−δ2

2 [n. For every xδ
j ∈ δZ

n, we denote
their translated images by Qδ

j , Qδ+
j , Qδ−

j , i.e. Qδ
j + xδ

j , Qδ+
j + xδ

j , Qδ−
j + xδ

j . Let Jδ = {j ∈ Z
n : Qδ+

j ∩ Ω �= ∅}.
To the family of cubes

(
Qδ+

j

)
, with j ∈ Jδ, we can associate a finite partition of unity on the set Ω, by choosing

Φδ
j ∈ C∞

0 (Qδ+
j ), such that 0 ≤ Φδ

j ≤ 1, Φδ
j ≡ 1 on Qδ−

j , |DΦδ
j | ≤ c

δ2 with fixed c > 0, and
∑

j∈Jδ
Φδ

j = 1 on Ω.
For every ε, δ > 0 and every j ∈ J let us define the ε-periodic function

wδ
εj(x) = w

(x

ε
, û + ξ · xδ

j , ξ
)
, ∀x ∈ R

n.

Set also
vδ

ε(x) =
∑
j∈J

Φδ
j(x)wδ

εj(x) ∀x ∈ Ω (5.2)

and
uδ

ε = û + ξ · x + εvδ
ε . (5.3)

By construction and by (3.14)
||vδ

ε ||Lp(Ω) ≤ c ∀ε, δ, (5.4)

and hence
||uδ

ε − (û + ξ · x)||Lp(Ω) ≤ cε ∀ε, δ. (5.5)

Moreover, from (3.15) we also have

||Duδ
ε||Lp(Ω) ≤ c

(
1 +

ε

δ2

)
∀ε, δ. (5.6)

Now we claim that, provided δ is an integer multiple of ε, we have

Fε(uδ
ε) ≤

∑
j∈Jδ

L(û + ξ · xδ
j , ξ)|Qδ

j | + k(ε, δ), (5.7)

where
k(ε, δ) ≤ c

(
ε + δ +

ε

δ2

)
+ c max{ε, εp−1}

(
1 +

( ε

δ2

)p)
.

Note that, for a proper choice of δ = δ(ε), limε→0 k(ε, δ(ε)) = 0. Hence, from (5.7), by choosing δ = δ(ε) → 0
and uε = uδ

ε → u, we will obtain finally that

lim sup
ε→0

Fε(uε) ≤ lim sup
δ→0

∑
j∈Jδ

L(û + ξ · xδ
j , ξ)|Qδ

j | =
∫

Ω

L(u, Du)dx = F (u).
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The the inequality (5.7) will be derived through several steps. We recall that

Fε(uδ
ε) =

∫
Ωε

f
(x

ε
, Duδ

ε

)
dx +

∫
Sε

g
(x

ε
, uδ

ε

)
dHn−1, (5.8)

and Duδ
ε = ξ + εDvδ

ε .
Step 1. We start by estimating the bulk energy. We want to show that there is a constant c > 0 such that∫

Ωε

f
(x

ε
, ξ + εDvδ

ε

)
dx ≤

∑
j∈J

∫
Qδ

j∩Ωε

f
(x

ε
, ξ + Dyw

(x

ε
, û + ξ · xδ

j , ξ
))

dx + cε

(
1 +

1
δ2

)
+cδ (5.9)

for all ε and δ, such that 0 < ε < δ < 1. Since

Duδ
ε = ξ + εDvδ

ε = ξ + ε
∑
j∈J

wδ
εjDΦδ

j +
∑
j∈J

Φδ
jDywδ

εj ,

we can rewrite the volume integral as follows∫
Ωε

f
(x

ε
, Duδ

ε

)
dx =

∫
Ωε

f
(x

ε
, ξ +

∑
j∈J

Φδ
jDywδ

εj

)
dx

+

⎡
⎣∫

Ωε

f
(x

ε
, Duδ

ε

)
dx −

∫
Ωε

f
(x

ε
, ξ +

∑
j∈J

Φδ
jDywδ

εj

)
dx

⎤
⎦ . (5.10)

Due to the convexity of f(y, ξ) with respect to ξ, we have∫
Ωε

f
(x

ε
, ξ +

∑
j∈J

Φδ
jDyw

δ
εj

)
dx ≤

∑
j∈Jδ

∫
Ωε∩Qδ+

j

f
(x

ε
, ξ + Dywδ

εj

)
dx. (5.11)

Moreover, since

|f(y, ξ) − f(y, η)| ≤ c(1 + |ξ|p−1 + |η|p−1)|ξ − η|, ∀ξ, η ∈ R
n,

we can estimate the difference in square brackets in (5.10) as follows∣∣∣∣∣∣
∫

Ωε

f
(x

ε
, Duδ

ε

)
dx −

∫
Ωε

f

⎛
⎝x

ε
, ξ +

∑
j∈Jδ

Φδ
jDyw

δ
εj

⎞
⎠dx

∣∣∣∣∣∣ ≤

cε

∫
Ωε

⎛
⎝1 + |Duδ

ε|p−1 + |ξ +
∑
j∈Jδ

Φδ
jDywδ

εj |p−1

⎞
⎠ |

∑
j∈Jδ

wδ
εjDΦδ

j |dx
def= Jε,δ

1 .

Due to Holder’s and Young’s inequalities, the last integral admits the estimate

Jε,δ
1 ≤ cε

⎛
⎝∫

Ωε

(1 + |Duδ
ε|p + |ξ +

∑
j∈Jδ

Φδ
jDyw

δ
εj |p)dx

⎞
⎠

p−1
p
⎛
⎝∫

Ωε

|
∑
j∈Jδ

wδ
εjDΦδ

j |pdx

⎞
⎠

1
p

≤ cε

∫
Ωε

(1 + |Duδ
ε|p + |ξ +

∑
j∈Jδ

Φδ
jDywδ

εj |p)dx + cε

∫
Ωε

|
∑
j∈Jδ

wδ
εjDΦδ

j |pdx.
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Notice that, by construction, |DΦδ
j | ≤ 1

δ2 , and that by (3.14)

||wδ
εj ||Lp(Ωε) ≤ c(1 + |û|p + ξ|p), ||Dwδ

εj ||Lp(Ωε) ≤ c(1 + |û|p + ξ|p)

for all ε, δ and j. Therefore,

cε

∫
Ωε

⎛
⎝1 + |Duδ

ε|p +

∣∣∣∣∣∣ξ +
∑
j∈Jδ

Φδ
jDywδ

εj

∣∣∣∣∣∣
p⎞
⎠ dx + cε

∫
Ωε

∣∣∣∣∣∣
∑
j∈Jδ

wδ
εjDΦδ

j

∣∣∣∣∣∣
p

dx ≤ cε

(
1 +

1
δ2

)

for all ε, δ. We have obtained the estimate∫
Ωε

f
(x

ε
, ξ + εDvδ

ε

)
dx ≤

∑
j∈J

∫
Qδ+

j ∩Ωε

f
(x

ε
, ξ + Dyw

(x

ε
, û + ξ · xδ

j , ξ
))

dx + cε

(
1 +

1
δ2

)
· (5.12)

To complete the proof of (5.9) it is sufficient to show that∣∣∣∣∣∣
∑
j∈J

∫
(Qδ+

j \Qδ
j )∩Ωε

f
(x

ε
, ξ + Dyw

(x

ε
, û + ξ · xδ

j , ξ
))

dx

∣∣∣∣∣∣ ≤ cδ.

Provided we choose δ2 to be an integer multiple of ε, the above inequality follows easily from the
ε periodicity of the integrand, and the fact that Lebesgue measure of the set

∪j(Qδ+
j \ Qδ

j)

can be estimated by cδ.
Step 2. Now we estimate the surface integral on the right hand side of (5.8). We claim that∫

Sε

g
(x

ε
, uδ

ε

)
dHn−1 ≤

∫
Sε

g′z
(x

ε
, û + 〈ξ · x〉

)(
uδ

ε − uδ
ε

)
dHn−1 (5.13)

+ c max{ε, εp−1}
(
1 +

( ε

δ2

)p)
+ c(ε + δ)

where, for every function v, the symbol v denotes the piecewise-constant function which coincides with
the integral average of v on each ε-cell Y i

ε , while 〈ξ · x〉 is just defined by

〈ξ · x〉 =
∑
j∈Jδ

χQδ
j
ξ · xδ

j .

The bound (5.13) will be obtained through the following intermediate steps.
Step 2a. By Lemma 3.5, considering the fact that uδ

ε satisfies estimate (5.5) for all ε and δ, we deduce that∫
Sε

g
(x

ε
, uδ

ε

)
dHn−1 ≤

∫
Sε

g′z
(x

ε
, uδ

ε

)
(uδ

ε − uδ
ε) dHn−1 + c max{ε, εp−1}

(
1 +

ε

δ2

)
(5.14)

for all ε, δ.
Step 2b. Let us recall that uδ

ε = û + ξ · x + εvδ
ε . Our next aim is to prove the inequality∫

Sε

g′z
(x

ε
, uδ

ε

)
(uδ

ε − uδ
ε) dHn−1 ≤

∫
Sε

g′z
(x

ε
, û + 〈ξ · x〉

)
(uδ

ε − uδ
ε) dHn−1 + c(ε + δ). (5.15)
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The proof relies on the Lipschitz-continuity of g′z(y, ·) (see (1.7)), and on the estimates of Lp-norms of
the functions vδ

ε over the surfaces Sε. It is convenient to rearrange the left-hand side of (5.15) as follows
∫

Sε

g′z
(x

ε
, uδ

ε

)
(uδ

ε − uδ
ε) dHn−1 =

∫
Sε

g′z
(x

ε
, û + 〈ξ · x〉

)
(uδ

ε − uδ
ε) dHn−1

+
[∫

Sε

g′z
(x

ε
, uδ

ε

)
(uδ

ε − uδ
ε) dHn−1 −

∫
Sε

g′z
(x

ε
, û + 〈ξ · x〉

)
(uδ

ε − uδ
ε) dHn−1

]
.

Denote the term in the square brackets here by Jε,δ
2 . Then by (1.7)

Jε,δ
2 ≤ c

∫
Sε

(
1 + |uδ

ε| + |û + 〈ξ · x〉|
)p−2

|uδ
ε − û − 〈ξ · x〉||uδ

ε − uδ
ε| dHn−1.

Note that
uδ

ε − uδ
ε = ξ(x − x) + ε(vδ

ε − vδ
ε),

and that, by construction, |x − x| ≤ ε. Hence,

|uδ
ε − uδ

ε| ≤ ε(|ξ| + |(vδ
ε − vδ

ε)|).

Taking this estimate into account and substituting

uδ
ε = û + ξ · x + εvδ

ε ,

we obtain that

Jε,δ
2 ≤ ε

∫
Sε

(
1 + |û| + |ξ| + ε|vδ

ε |
)p−2

(|ξ · x − 〈ξ · x〉 + εvδ
ε |)(|ξ| + |vδ

ε − vδ
ε |) dHn−1.

Applying Holder’s inequality to the three terms of the integrand with the exponents p
p−2 , p and p,

respectively, and distributing the factor ε among these terms, we get

Jε,δ
2 ≤

(∫
Sε

ε
(
1 + |û| + |ξ| + ε|vδ

ε |
)p

dHn−1

) p−2
p

(5.16)

×
(∫

Sε

ε|ξ · x − 〈ξ · x〉 + εvδ
ε |p dHn−1

) 1
p
(∫

Sε

ε(|ξ| + |vδ
ε − vδ

ε |)p dHn−1

) 1
p

.

The first and third terms of this product are bounded, while the second one is not greater than c(ε+ δ).
In order to prove this we should estimate the Lp-norm of vδ

ε on Sε. To this end we recall that, by
definition (5.2), at each point x ∈ Ω the function vδ

ε(x) is a finite combination of the local minimizers wδ
εj

with coefficients Φδ
j , and the number of terms involved is at most 2n. Moreover, by (3.6),

∫
Sε

|wδ
εj |p dHn−1 ≤ c

(
ε−1

∫
Ωε

|wδ
εj |pdx + εp−1

∫
Ωε

|Dwδ
εj |pdx

)

for every j ∈ J and ε, δ > 0. Since wδ
εj is an ε-periodic function, it is easy to see that

∫
Ωε

|wδ
εj |pdx ≤ c,

∫
Ωε

|Dwδ
εj |pdx ≤ cε−p.
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The last two estimates imply the bound∫
Sε

|wδ
εj |p dHn−1 ≤ cε−1

for every j ∈ J and ε, δ > 0. By Jensen’s inequality we then get∫
Sε

|vδ
ε |p dHn−1 ≤

∫
Sε

|vδ
ε |p dHn−1 ≤ cε−1 ∀ε, δ > 0. (5.17)

The first integral on the right-hand side of (5.16) is bounded for by (3.6), (5.5) and (5.6) we have

∫
Sε

ε
(
1 + |uδ

ε| + |û + 〈ξ · x〉|)p
dHn−1 ≤ c

(
1 + ε

∫
Sε

|uδ
ε|p dHn−1

)
≤

(
1 +

∫
Ωε

|uδ
ε|pdx + εp

∫
Ωε

|Duδ
ε|pdx

)
≤ c

(
1 + εp + εp

( ε

δ2

)p)
.

The second integral vanishes, as ε, δ → 0, since |ξ · x − 〈ξ · x〉| ≤ c(ε + δ)p and, by (5.17), we have∫
Sε

ε|ξ · x − 〈ξ · x〉 + εvδ
ε |p dHn−1 ≤ c(ε + δ) + cεp+1

∫
Sε

|vδ
ε |p dHn−1 ≤ c(δp + εp).

Finally, the third integral is bounded for all ε > 0, since

ε

∫
Sε

(
|ξ| + |vδ

ε − vδ
ε |
)p

dHn−1 ≤ c(ξ)
(

1 + εp+1

∫
Sε

|vδ
ε |p
)

dHn−1 ≤ c(ξ)(1 + εp).

Combining the above bounds, we obtain (5.15).
Step 2c. To complete the proof of (5.13) it remains to show that∫

Sε

g′z
(x

ε
, û + 〈ξ · x〉

)
(uδ

ε − uδ
ε) dHn−1 =

∫
Sε

g′z
(x

ε
, û + 〈ξ · x〉

)
(ξ · x − 〈ξ · x〉 + εvδ

ε) dHn−1. (5.18)

To this end, notice that the difference between uδ
ε − uδ

ε and (ξ · (x − x) + ε(vδ
ε − vδ

ε)) is equal to a
constant on each ε-cell provided that δ is an integer multiplier of ε. Then the desired relation (5.18)
follows from (1.5).

Step 3. With the help of (5.13) one can prove that∫
Sε

g′z
(x

ε
, û + 〈ξ · x〉

)(
ξ · x − 〈ξ · x〉 + εvδ

ε

)
dHn−1 ≤

∑
j∈Jδ

∫
Qδ

j∩Sε

g′z
(x

ε
, û + 〈ξ · x〉

)(
ξ · x − ξ · xδ

j + εwδ
εj

)
dHn−1 + c

(
δ +

ε

δ2

)
· (5.19)

Indeed, by the definition of vδ
ε we have∫

Sε

g′z
(x

ε
, û + 〈ξ · x〉

)(
ξ · (x − 〈x〉) + εvδ

ε

)
dHn−1 =

∑
j∈Jδ

∫
Qδ

j∩Sε

g′z
(x

ε
, û + ξ · xδ

j

)(
ξ · x − ξ · xδ

j + εΦδ
jw

δ
εj

)
dHn−1.
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Therefore, it suffices to estimate the difference

Jε,δ
4 =

∣∣∣∣∣∣
∑
j∈Jδ

∫
Qδ

j∩Sε

g′z
(x

ε
, û + ξ · xδ

j

)
ε(Φδ

j − 1)wδ
εj dHn−1

∣∣∣∣∣∣ .

Recall that Φδ
j = 1 in Qδ−

j for any j ∈ Z
n. If we denote Gδ

j = Qδ
j \ Qδ−

j and Gδ =
⋃
j

Gδ
j , then

Jε,δ
4 ≤

∣∣∣∣∣∣
∑
j∈Jδ

∫
Gδ

j∩Sε

g′z
(x

ε
, û + ξ · xδ

j

)
ε(Φδ

j − 1)wδ
εj dHn−1

∣∣∣∣∣∣ .

Note that |Φδ
j − 1| ≤ 1 and, by (1.4)–(1.7),

∣∣∣g′z(x

ε
, û + 〈ξ · x〉

)∣∣∣ ≤ c for a.e. x ∈ Ω,

so that

Jε,δ
4 ≤ c

∑
j∈Jδ

∫
Gδ

j∩Sε

ε|wδ
εj | dHn−1.

Now, by the ε-periodicity of wδ
εj and (3.14), for each j we have

∫
Gδ

j∩Sε

ε|wδ
εj | dHn−1 = εn−1

∫
S∩Y

ε|w(y, û + ξ · xδ
j , ξ)| dHn−1 · |Gδ

j |ε−n ≤ cδn+1;

a simple bound |Gδ
j | ≤ cδn+1 has also been used here. Since the cardinality of Jδ is of the order δ−n, then,

summing up over j and considering the fact that the cardinality of Jδ is not greater than bound cδ−n,
we conclude that ∑

j∈Jδ

∫
Gδ

j∩Sε

ε|wδ
εj | dHn−1 ≤ cδ,

which completes the proof of (5.19).

Step 4. Taking into account the estimates of Steps 1–3, we arrive at the inequality

Fε(uδ
ε) ≤

∑
j∈J

∫
Qδ

j∩Ωε

f
(x

ε
, ξ + Dyw

(x

ε
, û + ξ · xδ

j , ξ
))

dx

+
∑
j∈J

∫
Qδ

j∩Sε

g′z
(x

ε
, û + ξ · xδ

j

)(
ξ · x − ξ · xδ

j + εwδ
εj

)
+ k(ε, δ)

with

k(ε, δ) = c
(
ε + δ +

ε

δ2

)
+ c max{ε, εp−1}

(
1 +

( ε

δ2

)p)
.
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In order to prove (5.7) it is sufficient to observe that

∑
j∈Jδ

∫
Qδ

j∩Ωε

f
(x

ε
, ξ + Dyw

(x

ε
, û + ξ · xδ

j , ξ
))

dx +
∑
j∈Jδ

∫
Qδ

j∩Sε

g′z
(x

ε
, û + ξ · xδ

j

)(
ξ · x − ξ · xδ

j + εwδ
εj

)
=

∑
j∈Jδ

L(û + ξ · xδ
j .ξ)|Qδ

j |.

The Γ-limsup inequality is proved.

Proof of Proposition 2.4. For an arbitrary u ∈ W 1,p(Ω), u|∂Ω = Φ, we are going to modify the family uε so that
for the modified functions the relation (2.4) still holds true and they satisfy the boundary condition uε|∂Ω = Φ.
Clearly, it suffices to show that for any δ > 0 there is a sequence vδ

ε ∈ W 1,p(Ω) such that vδ
ε → u in W 1,p(Ω) as

ε → 0, vδ
ε |∂Ω = Φ and

lim sup
ε→0

F ε(vδ
ε) ≤ F (u) + κ5(δ), (5.20)

where κ5(δ) → 0 as δ → 0.
Let uδ be a piece-wise affine function in R

n such that ‖u − uδ‖W 1,p(Ω) ≤ δ. As was shown in the beginning
of this section, there is a family {uδ

ε} (see (5.2), (5.3)) such that

lim sup
ε→0

F ε(uδ
ε) = F (uδ).

Denote by Lν
Ω the ν-neighbourhood of ∂Ω intersected with Ω. By construction,

lim sup
ε→0

‖uδ
ε‖W 1,p(Lν

Ω) → 0,

as ν → 0. Let φν(x) be a cut-off function such that φν ∈ C∞
0 (Ω), 0 ≤ φν ≤ 1, φν(x) = 1 if dist(x, ∂Ω) > ν, and

|∇φν | ≤ 2/ν. If we set uδ,ν
ε = uδ + (uδ

ε − uδ)φν , then uδ,ν
ε = uδ on ∂Ω, and

‖uδ,ν
ε − uδ

ε‖Lp(Ω) ≤ C
(
‖uδ‖Lp(Lν

Ω) + ‖uδ
ε‖Lp(Lν

Ω)

)
,

‖Duδ,ν
ε − Duδ

ε‖Lp(Ω) ≤ C

(
‖Duδ‖Lp(Lν

Ω) + ‖Duδ
ε‖Lp(Lν

Ω) +
1
ν
‖uδ

ε − uδ‖Lp(Ω)

)
.

The last inequalities yield
lim sup

ε→0
‖uδ,ν

ε − uδ
ε‖W 1,p(Ω) → 0,

as ν → 0. Choosing now ν = ν(δ) in such a way that

lim sup
ε→0

‖uδ,ν
ε − uδ

ε‖W 1,p(Ω) ≤ δ

and letting vδ
ε = uδ,ν

ε + (u − uδ), by Lemma 3.6 we obtain the desired inequality (5.20).
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