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#### Abstract

The paper deals with periodic homogenization problem for a parabolic equation whose elliptic part is a convolution type operator with rapidly oscillating coefficients. It is assumed that the coefficients are rapidly oscillating periodic functions both in spatial and temporal variables and that the scaling is diffusive, that is, the scaling factor of the temporal variable is equal to the square of the scaling factor of the spatial variable. Under the assumption that the convolution kernel has a finite second moment and that the operator is symmetric in spatial variables we show that the equation under study admits homogenization, and we prove that the limit operator is a second order differential parabolic operator with constant coefficients.
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## 1. Introduction

The goal of this work is to study the limit behaviour of solutions of a Cauchy problem for nonlocal equations of the form

$$
\begin{gather*}
\partial_{t} u^{\varepsilon}(x, t)=\mathcal{A}^{\varepsilon}(t) u^{\varepsilon}(x, t) \quad \text { in } \mathbb{R}^{d} \times[0, T], \\
u^{\varepsilon}(x, 0)=u_{0}(x), \quad u_{0} \in L^{2}\left(\mathbb{R}^{d}\right), \tag{1.1}
\end{gather*}
$$

[^0]where $\varepsilon>0$ is a small positive parameter that characterize the microscopic length scale of the medium, and $\mathcal{A}^{\varepsilon}(t)$ are convolution type nonlocal operators defined by
\[

$$
\begin{equation*}
\left(\mathcal{A}^{\varepsilon}(t) v\right)(x, t)=\frac{1}{\varepsilon^{d+2}} \int_{\mathbb{R}^{d}} a\left(\frac{x-y}{\varepsilon}\right) \mu\left(\frac{x}{\varepsilon}, \frac{y}{\varepsilon}, \frac{t}{\varepsilon^{2}}\right)(v(y)-v(x)) d y \tag{1.2}
\end{equation*}
$$

\]

where the kernel $a(\cdot)$ is a non-negative, integrable function that has finite second moments, and the function $\mu$ is strictly positive and bounded. We suppose furthermore the following symmetry conditions: $a(-z)=a(z)$ for all $z \in \mathbb{R}^{d}$, and $\mu(\xi, \eta, s)=\mu(\eta, \xi, s)$ for all $\xi, \eta \in \mathbb{R}^{d}$ and $s \in \mathbb{R}^{+}$. Also, it is assumed that the function $\mu$ is periodic in all variables. It means that the medium has a periodic microstructure, and its evolution in time is also periodic. The detailed conditions on the operator $\mathcal{A}^{\varepsilon}$ are formulated in the beginning of the next section.

Convolution type operators with an integrable kernel are used in population dynamics, for instance to describe the evolution of a population density, in some models of porous media, in financial mathematics, and in some other fields. The presence of function $\mu$ is due to inhomogeneity of the medium, this function represents the local characteristics of the medium.

In the paper we consider a model periodic problem and assume that the environment has a periodic microstructure and that the evolution of its characteristics in time is also periodic.

Differential operators with rapidly oscillating coefficients and the corresponding homogenization problems have been actively studied since 70s of the last century. There is a vast literature devoted to this topic. We refer here just to two monographs, [1] and [3].

Recently, various homogenization problems for nonlocal operators have attracted the attention of many mathematicians. The operators in which a nonlocal operator is a perturbation of a local elliptic operator were considered in [4] and [5]. The works [6], [8] and [7] deal with homogenization of Lévy type operators with non-integrable kernel, the limit operator being a Lévy type operator.

In the case of equations with time independent coefficients, homogenization results for problem (1.1) were obtained in our previous works [9], [10]. It was shown that the effective equation is a second order differential parabolic equation with constant coefficients. In the non-symmetric case homogenization takes place in moving coordinates, see [10].

To our best knowledge, homogenization problems for nonlocal convolution type operators with time-dependent coefficients have not been studied in the existing literature.

The goal of this work is to show that problem (1.1), (1.2) admits homogenization, to describe the homogenized model and to justify the convergence. We will show that the homogenized equation is a second order parabolic equation
with constant coefficients, the effective diffusion matrix is defined in terms of solutions to auxiliary periodic problems on $(d+1)$-dimensional torus.

Our approach is based on constructing the three main terms of the asymptotic expansion of a solution to problem (1.1), the initial condition being sufficiently smooth. All the terms except for the first one contain correctors which are introduced as solutions of auxiliary cell problems. These problems are nonstandard because periodic boundary conditions are imposed not only in spatial variables but also in time. The mentioned non-standard cell problems form the main novelty of this work.

## 2. Main assumptions and the result

We assume that the following conditions are fulfilled:
$\mathbf{C}_{\mathbf{1}}$ Non-negativity and integrability of the convolution kernel:

$$
a(z) \geqslant 0 \quad \text { for all } z \in \mathbb{R}^{d}, \quad \int_{\mathbb{R}^{d}} a(z) d z=1 .
$$

$\mathbf{C}_{\mathbf{2}}$ Finiteness of the second moments:

$$
\int_{\mathbb{R}^{d}}|z|^{2} a(z) d z<\infty
$$

$\mathbf{C}_{\mathbf{3}}$ Uniform ellipticity: there exist $\mu^{-}>0$ and $\mu^{+}>0$ such that

$$
\mu^{-} \leqslant \mu(\xi, \eta, s) \leqslant \mu^{+} \quad \text { for all } \xi, \eta, s
$$

$\mathbf{C}_{4}$ Periodicity: the function $\mu=\mu(\xi, \eta, s)$ is periodic in all variables $\xi, \eta$ and $s$. Without loss of generality we assume that the period equals one for each coordinate direction.
$\mathbf{C}_{5}$ Symmetry:

$$
a(-z)=a(z) \text { for all } z \in \mathbb{R}^{d}, \quad \mu(z, \xi, s)=\mu(\xi, z, s) \text { for all } z, \xi, s
$$

Consider a Cauchy problem of the form

$$
\begin{align*}
& \partial_{t} v^{\varepsilon}(x, t)=\mathcal{A}^{\varepsilon}(t) v^{\varepsilon}(x, t)+f(x, t) \quad \text { in } \mathbb{R}^{d} \times[0, T], \\
& v^{\varepsilon}(x, 0)=v_{0}(x), \tag{2.1}
\end{align*}
$$

where $f \in L^{2}\left(\mathbb{R}^{d} \times(0, T)\right)$, and $v_{0} \in L^{2}\left(\mathbb{R}^{d}\right)$. We recall that the operator $\mathcal{A}^{\varepsilon}(t)$ has been defined in (1.2).

According to the Schur lemma for integral operators, see [2, Appendix A], for any $t \in \mathbb{R}$ the operator $\mathcal{A}^{\varepsilon}(t)$ is bounded in $L^{2}\left(\mathbb{R}^{d}\right)$, moreover,

$$
\left\|\mathcal{A}^{\varepsilon}(t)\right\|_{\mathcal{L}\left(L^{2}\left(\mathbb{R}^{d}\right), L^{2}\left(\mathbb{R}^{d}\right)\right)} \leqslant 2 \varepsilon^{-2} \mu^{+}
$$

for any $t \in \mathbb{R}$. By the standard arguments of the theory of parabolic equations this implies that for each $\varepsilon>0$ problem (2.1) has a unique solution in the space $L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)$.

For arbitrary functions $v$ and $w$ from $L^{2}\left(\mathbb{R}^{d}\right)$ denote by $(v, w)$ their inner product in $L^{2}\left(\mathbb{R}^{d}\right)$. Also for the sake of brevity we use the notation $\mu^{\varepsilon}(x, y, t)=$ $\mu\left(\frac{x}{\varepsilon}, \frac{y}{\varepsilon}, \frac{t}{\varepsilon^{2}}\right)$ and $a^{\varepsilon}(z)=a\left(\frac{z}{\varepsilon}\right)$.

The main result of this work reads
Theorem 1. There exists a positive definite constant matrix $a^{\text {eff }}$ such that for any $u_{0} \in L^{2}\left(\mathbb{R}^{d}\right)$ a solution of problem (1.1)-(1.2) converges, as $\varepsilon \rightarrow 0$, to a solution of the Cauchy problem

$$
\partial_{t} u=\operatorname{div}\left(a^{\mathrm{eff}} \nabla u\right), \quad u(x, 0)=u_{0}(x) .
$$

For the definition of matrix $a^{\text {eff }}$ see Section 3.

## 3. Auxiliary periodic cell problems

In what follows we identify periodic functions in $\mathbb{R}^{d}$ with functions defined on the standard $d$-dimensional torus; the functions periodic both in spatial variables and in time are identified with those defined on $\mathbb{T}^{d+1}$.

Consider the following equation:

$$
\begin{equation*}
\partial_{s} \beta(\xi, s)-\mathcal{A}(s) \beta(\xi, s)=\theta(\xi, s) \tag{3.1}
\end{equation*}
$$

with $\theta \in L^{2}\left(\mathbb{T}^{d+1}\right)$ and

$$
\begin{equation*}
\mathcal{A}(s) \beta(\xi, s):=\int_{\mathbb{R}^{d}} a(\xi-\eta) \mu(\xi, \eta, s)(\beta(\eta, s)-\beta(\xi, s)) d \eta . \tag{3.2}
\end{equation*}
$$

We consider the operators $\left(\partial_{s}-\mathcal{A}(s)\right)$ and its adjoint $\left(-\partial_{s}-\mathcal{A}(s)\right)$ in $L^{2}\left(T^{d+1}\right)$. Both operators are equipped with a domain $H^{1}\left(\mathbb{T}^{1} ; L^{2}\left(\mathbb{T}^{d}\right)\right)$. The compatibility condition for equation (3.1) is given by the following statement:

Proposition 1. Let conditions $\mathbf{C}_{\mathbf{1}}-\mathbf{C}_{\mathbf{5}}$ hold. Then the kernels of the operators $\left(\partial_{s}-\mathcal{A}(s)\right)$ and $\left(-\partial_{s}-\mathcal{A}(s)\right)$ consist of constants only. Equation (3.1) has a solution $\beta \in L^{2}\left(\mathbb{T}^{d+1}\right)$ if and only if

$$
\begin{equation*}
\int_{0}^{1} \int_{\mathbb{T}^{d}} \theta(\xi, s) d \xi d s=0 . \tag{3.3}
\end{equation*}
$$

The solution is unique up to an additive constant. If the average of $\beta$ over $\mathbb{T}^{d+1}$ vanishes, then the following estimate holds:

$$
\begin{equation*}
\|\beta\|_{L^{\infty}\left(0,1 ; L^{2}\left(\mathbb{T}^{d}\right)\right)} \leqslant C\|\theta\|_{L^{2}\left(\mathbb{T}^{d+1}\right)} \tag{3.4}
\end{equation*}
$$

with a constant $C>0$.
Proof. First we show that the kernel of the operator $\left(\partial_{s}-\mathcal{A}(s)\right)$ defined on $L^{2}\left(\mathbb{T}^{d+1}\right)$ consists of constants only. Consider a periodic solution $\rho=\rho(\xi, s)$ of the equation $\partial_{s} \rho-\mathcal{A}(s) \rho=0$. Multiplying this equation by $\rho$ and integrating the resulting relation over $\mathbb{T}^{d+1}$ we arrive at the relation

$$
\frac{1}{2} \int_{0}^{1} d s \int_{\mathbb{T}^{d}} \int_{\mathbb{R}^{d}} \mu(\xi, \eta, s) a(\xi-\eta)(\rho(\eta, s)-\rho(\xi, s))^{2} d \xi d \eta=0
$$

Since $a(\cdot) \geqslant 0$ and $\mu(\cdot) \geqslant \mu_{-}>0$, this relation holds if and only if

$$
\frac{1}{2} \int_{0}^{1} d s \int_{\mathbb{T}^{d}} \int_{\mathbb{R}^{d}} a(\xi-\eta)(\rho(\eta, s)-\rho(\xi, s))^{2} d \xi d \eta=0
$$

Therefore, for almost all $s \in(0,1)$ we have

$$
\frac{1}{2} \int_{\mathbb{T}^{d}} \int_{\mathbb{R}^{d}} a(\xi-\eta)(\rho(\eta, s)-\rho(\xi, s))^{2} d \xi d \eta=0
$$

The expression on the left-hand side here is the quadratic form of the operator

$$
\rho(\xi, s)-\int_{\mathbb{R}^{d}} a(\xi-\eta) \rho(\eta, s) d \eta=: \mathcal{B} \rho(\xi, s)
$$

where $s$ is a parameter. Since this operator is self-adjoint and the operator $\rho \mapsto \int_{\mathbb{R}^{d}} a(\xi-\eta) \rho(\eta) d \eta$ is compact in $L^{2}\left(\mathbb{T}^{d}\right)$, zero is an eigenvalue of $\mathcal{B}$, and the dimension of the kernel of the quadratic form

$$
(\mathcal{B} \rho, \rho)_{L^{2}\left(\mathbb{T}^{d}\right)}=\frac{1}{2} \int_{\mathbb{T}^{d}} \int_{\mathbb{R}^{d}} a(\xi-\eta)(\rho(\eta, s)-\rho(\xi, s))^{2} d \xi d \eta
$$

coincides with the multiplicity of this eigenvalue. As was shown in [10], zero is a simple eigenvalue of $\mathcal{B}$. Therefore, the kernel of $\left(\partial_{s}-\mathcal{A}(s)\right)$ consists of constants only. By the same reason the kernel of the adjoint operator $\left(-\partial_{s}-\mathcal{A}(s)\right)$ contains only constants.

The solvability condition of equation (3.1) is a non-trivial issue. We show that this problem can be reduced to solvability problem for some Fredholm operator. In order to prove the second statement of Proposition 1 and justify compatibility condition (3.3) we consider an auxiliary Cauchy problem

$$
\begin{equation*}
\partial_{s} \gamma(\xi, s)=\mathcal{A}(s) \gamma(\xi, s)+\theta(\xi, s), \quad \gamma(\xi, 0)=\nu(\xi), \quad(\xi, s) \in \mathbb{T}^{d} \times(0,1) \tag{3.5}
\end{equation*}
$$

Clearly, equation (3.1) is solvable if and only if for some $\nu \in L^{2}\left(\mathbb{T}^{d}\right)$ we have $\gamma(\cdot, 1)=\nu$. In order to solve the equation $\gamma(\cdot, 1)=\nu$ we introduce two more Cauchy problems. The first one reads

$$
\begin{equation*}
\partial_{s} \psi-\mathcal{A}(s) \psi=0, \quad \psi(\xi, 0)=\nu(\xi), \quad \nu \in L^{2}\left(\mathbb{T}^{d}\right) \tag{3.6}
\end{equation*}
$$

We denote by $\mathcal{S}$ the operator in $L^{2}\left(\mathbb{T}^{d}\right)$ that maps the initial condition $\nu(\cdot)$ to $\psi(\cdot, 1)$. The second Cauchy problem reads

$$
\begin{equation*}
\partial_{s} \phi-\mathcal{A}(s) \phi=\theta, \quad \phi(\xi, 0)=0, \quad \theta \in L^{2}\left(\mathbb{T}^{d} \times(0,1)\right), \tag{3.7}
\end{equation*}
$$

its solution evaluated at $s=1$ is denoted by $\hat{\phi}, \hat{\phi}(\xi)=\phi(\xi, 1)$. Then the relation $\gamma(\cdot, 1)=\nu$ is equivalent to the equation $\mathcal{S} \nu+\hat{\phi}=\nu$ that can be rewritten as

$$
(\mathcal{S}-I) \nu+\hat{\phi}=0
$$

Evidently, under our standing assumptions each of the problems in (3.5)(3.7) has a unique solution. Moreover, the operator $\mathcal{S}$ is bounded in $L^{2}\left(\mathbb{T}^{d}\right)$, and the kernel of the operator $\mathcal{S}-I$ consists of constants only. To define the adjoint operator $\mathcal{S}^{*}$ we consider the Cauchy problem

$$
-\partial_{s} \vartheta-\mathcal{A}(s) \vartheta=0, \quad \vartheta(\xi, 1)=\nu, \quad(\xi, s) \in \mathbb{T}^{d} \times(0,1)
$$

Then $\mathcal{S}^{*} \nu(\xi)=\vartheta(\xi, 0)$. Exploiting the same arguments as above we conclude that the kernel of $\mathcal{S}^{*}-I$ also consists of constants only.

We are going to show that the operator $\mathcal{S}-I$ can be represented as the sum of a compact and an invertible operators in $L^{2}\left(\mathbb{T}^{d}\right)$. To this end we introduce the notation

$$
\begin{aligned}
\mathcal{A}_{0}(s) u(\xi) & =\int_{\mathbb{R}^{d}} a(\xi-\eta) \mu(\xi, \eta, s) u(\eta) d \eta \\
G(\xi, s) & =\int_{\mathbb{R}^{d}} a(\xi-\eta) \mu(\xi, \eta, s) d \eta
\end{aligned}
$$

Obserbve that $G$ is a periodic in $\xi$ and $s$ function that satisfies the estimates

$$
\begin{equation*}
0<\mu^{-} \leq G(\xi, s) \leq \mu^{+} \tag{3.8}
\end{equation*}
$$

In problem (3.6) we make the following change of unknown function:

$$
\begin{equation*}
\psi(\xi, s)=\exp \left(-\int_{0}^{s} G(\xi, \tau) d \tau\right) \Psi(\xi, s) \tag{3.9}
\end{equation*}
$$

Then the function $\Psi(\xi, s)$ is a solution to the Cauchy problem

$$
\begin{equation*}
\partial_{s} \Psi-\mathcal{A}_{G}(s) \Psi=0, \quad \Psi(\xi, 0)=\nu(\xi) \tag{3.10}
\end{equation*}
$$

with
$\mathcal{A}_{G}(s) \Psi(\xi, s)=\int_{\mathbb{R}^{d}} a(\xi-\eta) \mu(\xi, \eta, s) \exp \left(\int_{0}^{s}(G(\xi, \tau)-G(\eta, \tau)) d \tau\right) \Psi(\eta, s) d \eta$.
The operator that maps the initial condition $\nu(\xi)$ to the solution $\Psi(\xi, s), 0 \leqslant$ $s \leqslant 1$, is denoted by $\mathcal{M}$. Since the family of operators $\left\{\mathcal{A}_{G}(s)\right\}$ is uniformly in $s$ bounded in $L^{2}\left(\mathbb{T}^{d}\right)$, problem (3.10) has a unique solution for each $\nu \in L^{2}\left(\mathbb{T}^{d}\right)$, and the following inequality holds:

$$
\|\Psi\|_{L^{\infty}\left(0,1 ; L^{2}\left(T^{d}\right)\right)} \leq C_{1}\|\nu\|_{L^{2}\left(\mathbb{T}^{d}\right)} .
$$

Therefore, $\mathcal{M}$ is a bounded linear operator from $L^{2}\left(\mathbb{T}^{d}\right)$ to $L^{\infty}\left(0,1 ; L^{2}\left(\mathbb{T}^{d}\right)\right)$. From (3.10) and (3.11) we obtain
$\Psi(\xi, 1)=\nu(\xi)+\int_{0}^{1} \int_{\mathbb{R}^{d}} a(\xi-\eta) \mu(\xi, \eta, s) \exp \left(\int_{0}^{s}(G(\xi, \tau)-G(\eta, \tau)) d \tau\right) \Psi(\eta, s) d \eta d s$
The integral operator on the right-hand side here defines a compact linear operator from $L^{2}\left(\mathbb{T}^{d} \times[0,1]\right)$ to $L^{2}\left(\mathbb{T}^{d}\right)$. Indeed, the kernel of the integral operator in (3.12) admits an estimate

$$
a(\xi-\eta) \mu(\xi, \eta, s) \exp \left(\int_{0}^{s}(G(\xi, \tau)-G(\eta, \tau)) d \tau\right) \leqslant \mu^{+} e^{\mu^{+}} a(\xi-\eta) .
$$

According to [9, Proposition 6], for each $s \in(0,1)$ the norm of the operator

$$
\Phi(\xi) \mapsto \int_{\mathbb{R}^{d}} a(\xi-\eta) \mu(\xi, \eta, s) \exp \left(\int_{0}^{s}(G(\xi, \tau)-G(\eta, \tau)) d \tau\right) \Phi(\eta) d \eta
$$

in $L^{2}\left(\mathbb{T}^{d}\right)$ does not exceed $\|a\|_{L^{1}\left(\mathbb{R}^{d}\right)} \mu^{+} e^{\mu^{+}}=\mu^{+} e^{\mu^{+}}$. Consequently, the norm of the operator

$$
\Psi \mapsto \int_{0}^{1} \int_{\mathbb{R}^{d}} a(\xi-\eta) \mu(\xi, \eta, s) \exp \left(\int_{0}^{s}(G(\xi, \tau)-G(\eta, \tau)) d \tau\right) \Psi(\eta, s) d \eta d s
$$

acting from $L^{2}\left(T^{d+1}\right)$ to $L^{2}\left(\mathbb{T}^{d}\right)$ admits the same upper bound. Approximating $a(z)$ in $L^{1}\left(\mathbb{R}^{d}\right)$ by functions from $L^{2}\left(\mathbb{R}^{d}\right)$ and making use of the same arguments as in the proof of [9, Proposition 6] we obtain the desired compactness.

Letting

$$
\mathcal{K} \nu(\xi)=\int_{0}^{1} \int_{\mathbb{R}^{d}} a(\xi-\eta) \mu(\xi, \eta, s) \exp \left(\int_{0}^{s}(G(\xi, \tau)-G(\eta, \tau)) d \tau\right) \mathcal{M} \nu(\eta, s) d \eta d s
$$

one can rewrite equation (3.12) as

$$
\Psi(\cdot, 1)=\nu+\mathcal{K} \nu
$$

where $\mathcal{K}$ is a compact operator in $L^{2}\left(\mathbb{T}^{d}\right)$ since it is a composition of a bounded operator from $L^{2}\left(\mathbb{T}^{d}\right)$ to $L^{2}\left(\mathbb{T}^{d+1}\right)$ and a compact operator from $L^{2}\left(\mathbb{T}^{d+1}\right)$ to $L^{2}\left(\mathbb{T}^{d}\right)$. In view of (3.9) this yields

$$
\mathcal{S} \nu=\psi(\cdot, 1)=\exp \left(-\int_{0}^{1} G(\xi, s) d s\right) \nu+\mathcal{K}_{1} \nu
$$

with a compact operator $\mathcal{K}_{1}$. The equation $\mathcal{S} \nu-\nu=-\hat{\phi}$ can now be rewritten as

$$
\begin{equation*}
\left[\exp \left(-\int_{0}^{1} G(\xi, s) d s\right)-1\right] \nu+\mathcal{K}_{1} \nu=-\hat{\phi} \tag{3.13}
\end{equation*}
$$

Due to (3.8) the multiplication operator $\nu \rightarrow\left[\exp \left(-\int_{0}^{1} G(\xi, s) d s\right)-1\right] \nu$ is invertible. Since the kernel of the adjoint operator $\left(\mathcal{S}^{*}-I\right)$ consists of constants only, by the Fredholm theorem (see e.g. [11, Ch.4, Sect.73]) equation (3.13) is solvable if and only if

$$
\int_{\mathbb{T}^{d}} \hat{\phi}(\xi) d \xi=0
$$

Integrating the equation in $(3.7)$ over $\mathbb{T}^{d} \times(0,1)$ and using the relation

$$
(\mathcal{A}(s) \phi, 1)_{L_{2}\left(\mathbb{T}^{d}\right)}=0 \quad \text { for any } s
$$

we obtain

$$
\int_{\mathbb{T}^{d+1}} \theta(\xi, s) d \xi d s=\int_{\mathbb{T}^{d}} \hat{\phi}(\xi) d \xi
$$

Therefore, condition (3.3) is necessary and sufficient for solvability of equation (3.1).

In order to justify (3.4) we denote

$$
\begin{aligned}
& \bar{\beta}(s)=\int_{\mathbb{T}^{d}} \beta(\xi, s) d \xi, \quad \bar{\theta}(s)=\int_{\mathbb{T}^{d}} \theta(\xi, s) d \xi \\
& \stackrel{\circ}{\beta}(\xi, s)=\beta(\xi, s)-\bar{\beta}(s), \quad \stackrel{\circ}{\theta}(\xi, s)=\theta(\xi, s)-\bar{\theta}(s)
\end{aligned}
$$

and observe that both $\stackrel{\circ}{\theta}$ and $\bar{\theta}$ have zero average over $\mathbb{T}^{d+1}$ if the average of $\theta$ vanishes. Therefore, $\bar{\beta}(s)$ and $\stackrel{\circ}{\beta}(\xi, s)$ are solutions of the equations

$$
\begin{equation*}
\partial_{s} \beta-\mathcal{A}(s) \beta=\bar{\theta}(s) \quad \text { and } \quad \partial_{s} \beta-\mathcal{A}(s) \beta=\stackrel{\circ}{\theta}(\xi, s), \tag{3.14}
\end{equation*}
$$

respectively. Since $\bar{\theta}$ does not depend on $\xi$ due to the definition of $\mathcal{A}(s)$, see (3.2), the first equation is reduced to $\partial_{s} \bar{\beta}(s)=\bar{\theta}(s)$ and we trivially have $\|\bar{\beta}\|_{L^{\infty}\left(\mathbb{T}^{d+1}\right)} \leqslant\|\bar{\theta}\|_{L^{2}\left(\mathbb{T}^{d+1}\right)}$ if the mean value of $\bar{\beta}$ vanishes. Multiplying the second equation in (3.14) by $\stackrel{\circ}{\beta}$ and integrating the resulting relation over $\mathbb{T}^{d+1}$ yields

$$
\begin{align*}
& \frac{1}{2} \int_{\mathbb{T}^{d+1}} \int_{\mathbb{R}^{d}} a(\xi-\eta) \mu(\xi, \eta, s)(\stackrel{\circ}{\beta}(\eta, s)-\stackrel{\circ}{\beta}(\xi, s))^{2} d \eta d \xi d s \\
& \quad=\int_{\mathbb{T}^{d+1}} \stackrel{\circ}{\beta}(\xi, s) \stackrel{\circ}{\theta}(\xi, s) d \xi d s . \tag{3.15}
\end{align*}
$$

As shown above, zero is a simple eigenvalue of the operator

$$
\mathcal{A}_{-} v(\xi):=\mu_{-} \int_{\mathbb{R}^{d}} a(\xi-\eta)(v(\xi)-v(\eta)) d \eta
$$

in $L^{2}\left(\mathbb{T}^{d}\right)$, and the spectrum of this operator is discrete. Therefore, by the minimax principle, we have $\left(\mathcal{A}_{-} v, v\right)_{L^{2}\left(\mathbb{T}^{d}\right)} \geqslant C_{2}\|v\|_{L^{2}\left(\mathbb{T}^{d}\right)}^{2}, C_{2}>0$, for any $v$ whose average over $\mathbb{T}^{d}$ is equal to zero. Here $C_{2}$ is the distance from zero to the rest of the spectrum of $\mathcal{A}_{-}$. Thus we have

$$
\begin{aligned}
& \int_{\mathbb{T}^{d+1}} \int_{\mathbb{R}^{d}} a(\xi-\eta) \mu(\xi, \eta, s)(\stackrel{\circ}{\beta}(\eta, s)-\stackrel{\circ}{\beta}(\xi, s))^{2} d \eta d \xi d s \\
& \quad \geqslant \int_{\mathbb{T}^{d+1}} \int_{\mathbb{R}^{d}} \mu^{-} a(\xi-\eta)(\stackrel{\circ}{\beta}(\eta, s)-\stackrel{\circ}{\beta}(\xi, s))^{2} d \eta d \xi d s \\
& \geqslant C_{2}\|\stackrel{\beta}{\beta}\|_{L^{2}\left(\mathbb{T}^{d+1}\right)}^{2}, \quad C_{2}>0 .
\end{aligned}
$$

Combining (3.15) with the last estimate and using the Cauchy-Schwarz inequality we deduce the estimate

$$
\|\stackrel{\circ}{\beta}\|_{L^{2}\left(\mathbb{T}^{d+1}\right)} \leqslant C_{2}^{-\frac{1}{2}}\|\stackrel{\circ}{\theta}\|_{L^{2}\left(\mathbb{T}^{d+1}\right)}
$$

Since $\|\beta\|_{L^{2}\left(\mathbb{T}^{d+1}\right)}^{2}=\|\stackrel{\circ}{\beta}\|_{L^{2}\left(\mathbb{T}^{d+1}\right)}^{2}+\|\bar{\beta}\|_{L^{2}\left(\mathbb{T}^{d+1}\right)}^{2}$, we conclude that the estimate $\|\beta\|_{L^{2}\left(\mathbb{T}^{d+1}\right)} \leq C_{3}\|\theta\|_{L^{2}\left(\mathbb{T}^{d+1}\right)}$ holds. Finally upper bound (3.4) follows from the standard parabolic estimates. Indeed, multiplying equation (3.1) by $\beta$ and integrating the resulting equation over the set $\mathbb{T}^{d} \times\left(s_{1}, s_{2}\right), 0 \leqslant s_{1}<s_{2} \leqslant 1$, we obtain

$$
\begin{aligned}
& \frac{1}{2}\left\|\beta\left(\cdot, s_{1}\right)\right\|_{L^{2}\left(\mathbb{T}^{d}\right)}^{2}-\frac{1}{2}\left\|\beta\left(\cdot, s_{2}\right)\right\|_{L^{2}\left(\mathbb{T}^{d}\right)}^{2} \\
& \quad \leqslant \int_{s_{1}}^{s_{2}} \int_{\mathbb{T}^{d}} \beta(\xi, s) \theta(\xi, s) d \xi d s \leqslant\|\beta\|_{L^{2}\left(\mathbb{T}^{d+1}\right)}\|\theta\|_{L^{2}\left(\mathbb{T}^{d+1}\right)} \\
& \quad \leqslant C_{3}\|\theta\|_{L^{2}\left(\mathbb{T}^{d+1}\right)}^{2} .
\end{aligned}
$$

This yields (3.4).

We now introduce a vector-function, periodic in $\xi$ and $s$,

$$
\chi=\left(\chi_{1}(\xi, s), \chi_{2}(\xi, s), \ldots, \chi_{d}(\xi, s)\right), \quad \chi \in L^{\infty}\left(0,1 ;\left(L^{2}\left(\mathbb{T}^{d}\right)\right)^{d}\right)
$$

whose components are defined as periodic solutions of the following equations:

$$
\begin{align*}
& \partial_{s} \chi_{j}(\xi, s)-\int_{\mathbb{R}^{d}} a(\xi-\eta) \mu(\xi, \eta, s)\left(\chi_{j}(\eta, s)-\chi_{j}(\xi, s)\right) d \eta \\
& \quad=-\int_{\mathbb{R}^{d}} a(\xi-\eta) \mu(\xi, \eta, s)\left(\eta_{j}-\xi_{j}\right) d \eta \tag{3.16}
\end{align*}
$$

$j=1, \ldots, d$. For brevity we denote the vector-function on the right-hand side of this equation by $q(\xi, s)=\left(q_{1}(\xi, s), \ldots, q_{d}(\xi, s)\right)$. One can easily check that under our standing assumptions this function is well-defined, periodic in $\xi$ and $s$, and belongs to the space $L^{\infty}\left(\mathbb{T}^{d+1}\right)$. Moreover, taking into account the symmetry conditions, we conclude that

$$
\int_{\mathbb{T}^{d}} q(\xi, s) d \xi=0
$$

for all $s$. Therefore, due to Proposition 1, equation (3.16) has a periodic solution. In order to fix the choice of an additive constant we impose a normalization condition

$$
\int_{\mathbb{T}^{d+1}} \chi(\xi, s) d \xi d s=0
$$

This vector-function $\chi$ is called a corrector.
We also define an effective matrix $a^{\text {eff }}=\left\{a_{i j}^{\text {eff }}\right\}_{i, j=1}^{d}$ by the formula

$$
\begin{equation*}
a_{i j}^{\mathrm{eff}}=\frac{1}{2}\left(\widehat{a}_{i j}+\widehat{a}_{j i}\right) \tag{3.17}
\end{equation*}
$$

with

$$
\begin{equation*}
\widehat{a}_{i j}=\int_{0}^{1} \int_{\mathbb{T}^{d}} \int_{\mathbb{R}^{d}} a(\xi-\eta) \mu(\xi, \eta, s)\left(\frac{1}{2}\left(\eta_{i}-\xi_{i}\right)\left(\eta_{j}-\xi_{j}\right)-\left(\eta_{i}-\xi_{i}\right) \chi_{j}(\eta, s)\right) d \xi d \eta d s \tag{3.18}
\end{equation*}
$$

Lemma 1. The matrix $a^{\text {eff }}$ is positive definite.
Proof. For an arbitrary vector $\zeta \in \mathbb{R}^{d}$ denote $\chi_{\zeta}(\eta, s)=\chi(\eta, s) \cdot \zeta$, where the symbol ${ }^{\prime} .{ }^{\prime}$ stands for the scalar product in $\mathbb{R}^{d}$. Then by (3.18) we have

$$
\widehat{a} \zeta \cdot \zeta=\int_{0}^{1} \int_{\mathbb{T}^{d}} \int_{\mathbb{R}^{d}} a(\xi-\eta) \mu(\xi, \eta, s)
$$

$$
\begin{align*}
& \times\left(\frac{1}{2}\left(\eta_{i}-\xi_{i}\right)\left(\eta_{j}-\xi_{j}\right)-\left(\eta_{i}-\xi_{i}\right) \chi_{j}(\eta, s)\right) \zeta_{i} \zeta_{j} d \xi d \eta d s \\
= & \int_{0}^{1} \int_{\mathbb{T}^{d}} \int_{\mathbb{R}^{d}} a(\xi-\eta) \mu(\xi, \eta, s)\left(\frac{1}{2}(\eta \cdot \zeta-\xi \cdot \zeta)^{2}-(\eta \cdot \zeta-\xi \cdot \zeta) \chi_{\zeta}(\eta, s)\right) d \xi d \eta d s \tag{3.19}
\end{align*}
$$

here and in what follows we assume a summation over repeating indices. Since the positivity of the integral in (3.19) is not evident, we are going to transform the corresponding integrand using the equation for the corrector so that it becomes positive.

According to (3.16) the function $\chi_{\zeta}$ is a solution to the equation

$$
\begin{align*}
& \partial_{s} \chi_{\zeta}(\xi, s)-\int_{\mathbb{R}^{d}} a(\xi-\eta) \mu(\xi, \eta, s)\left(\chi_{\zeta}(\eta, s)-\chi_{\zeta}(\xi, s)\right) d \eta \\
& \quad=-\int_{\mathbb{R}^{d}} a(\xi-\eta) \mu(\xi, \eta, s)(\eta \cdot \zeta-\xi \cdot \zeta) d \eta . \tag{3.20}
\end{align*}
$$

Multiplying this equation by $\chi_{\zeta}(\xi, s)$ and integrating the resulting relation in variables $\xi$ and $s$ over $\mathbb{T}^{d+1}$ yields

$$
\int_{0}^{1} \int_{\mathbb{T}^{d}} \int_{\mathbb{R}^{d}} a(\xi-\eta) \mu(\xi, \eta, s)\left(\frac{1}{2}\left(\chi_{\zeta}(\eta, s)-\chi_{\zeta}(\xi, s)\right)^{2}+(\eta \cdot \zeta-\xi \cdot \zeta) \chi_{\zeta}(\xi, s)\right) d \xi d \eta d s=0 .
$$

Considering this relation and (3.19) we obtain

$$
\begin{aligned}
& \int_{0}^{1} \int_{\mathbb{T}^{d}} \int_{\mathbb{R}^{d}} a(\xi-\eta) \mu(\xi, \eta, s)\left((\eta \cdot \zeta-\xi \cdot \zeta)-\left(\chi_{\zeta}(\eta, s)-\chi_{\zeta}(\xi, s)\right)\right)^{2} d \xi d \eta d s \\
& =\int_{0}^{1} \int_{\mathbb{T}^{d}} \int_{\mathbb{R}^{d}} a(\xi-\eta) \mu(\xi, \eta, s)\left((\eta \cdot \zeta-\xi \cdot \zeta)^{2}-2(\eta \cdot \zeta-\xi \cdot \zeta) \chi_{\zeta}(\eta, s)\right) d \xi d \eta d s \\
& +\int_{0}^{1} \int_{\mathbb{T}^{d} \mathbb{R}^{d}} \int^{1} a(\xi-\eta) \mu(\xi, \eta, s)\left(\left(\chi_{\zeta}(\eta, s)-\chi_{\zeta}(\xi, s)\right)^{2}+2(\eta \cdot \zeta-\xi \cdot \zeta) \chi_{\zeta}(\xi, s)\right) d \xi d \eta d s \\
& =\int_{0}^{1} \int_{\mathbb{T}^{d}} \int_{\mathbb{R}^{d}} a(\xi-\eta) \mu(\xi, \eta, s)\left((\eta \cdot \zeta-\xi \cdot \zeta)^{2}-2(\eta \cdot \zeta-\xi \cdot \zeta) \chi_{\zeta}(\eta, s)\right) d \xi d \eta d s \\
& =2 a^{e \mathrm{eff}} \zeta \cdot \zeta .
\end{aligned}
$$

This implies the required positive definiteness of the matrix $a^{\text {eff }}$.

## 4. Main result

We pass to the main result of this work.
Theorem 2. Let conditions $\mathbf{C}_{\mathbf{1}}-\mathbf{C}_{\mathbf{5}}$ be fulfilled. Then for any initial condition $u_{0} \in L^{2}\left(\mathbb{R}^{d}\right)$ a solution $u^{\varepsilon}$ of problem (1.1) converges as $\varepsilon \rightarrow 0$ in the space $L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)$ to a solution $u^{0}$ of the following homogenized problem;

$$
\begin{gather*}
\partial_{t} u^{0}(x, t)=\operatorname{div}\left(a^{\mathrm{eff}} \nabla u^{0}(x, t)\right) \quad \text { in } \mathbb{R}^{d} \times[0, T], \\
u^{0}(x, 0)=u_{0}(x) ; \tag{4.1}
\end{gather*}
$$

here $a^{\text {eff }}$ is the effective matrix defined in (3.17) and (3.18).
Proof. We use the corrector approach and assume first that $u_{0}$ is a $C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$ function. Then $u^{0} \in C^{\infty}\left([0, T] ; \mathcal{S}\left(\mathbb{R}^{d}\right)\right)$, where $\mathcal{S}\left(\mathbb{R}^{d}\right)$ is the Schwartz class. We introduce the following ansatz:

$$
\begin{equation*}
w^{\varepsilon}(x, t)=u^{0}(x, t)+\varepsilon \chi\left(\frac{x}{\varepsilon}, \frac{t}{\varepsilon^{2}}\right) \cdot \nabla u^{0}(x, t)+\varepsilon^{2} \varkappa\left(\frac{x}{\varepsilon}, \frac{t}{\varepsilon^{2}}\right) \cdot \nabla \nabla u^{0}(x, t) \tag{4.2}
\end{equation*}
$$

here and in what follows the notation $\nabla \nabla u^{0}$ stands for the matrix of partial derivatives of $u^{0}$ with respect to the spatial variables:

$$
\nabla \nabla u^{0}(x, t)=\left\{\partial_{x_{i}} \partial_{x_{j}} u^{0}(x, t)\right\}_{i, j=1}^{d}
$$

Our goal is to choose a periodic vector-function $\chi$, a periodic matrix-function $\varkappa$ and a matrix $a^{\text {eff }}$ in such a way that the norm of the difference $\left(w^{\varepsilon}-u^{\varepsilon}\right)$ in the space $L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)$ tends to zero as $\varepsilon \rightarrow 0$. Recall that the vector-function $\chi$ and the matrix $a^{\text {eff }}$ were already introduced in the previous section.

Making a change of variables $(x, y) \rightarrow\left(x, \varepsilon^{-1}(x-y)\right)$ and letting $z=\varepsilon^{-1}(x-$ $y$ ) we can rewrite formula (1.2) as follows:

$$
\begin{equation*}
\left(\mathcal{A}^{\varepsilon}(t) u\right)(x, t)=\frac{1}{\varepsilon^{2}} \int_{\mathbb{R}^{d}} a(z) \mu\left(\frac{x}{\varepsilon}, \frac{x}{\varepsilon}-z, \frac{t}{\varepsilon^{2}}\right)(u(x-\varepsilon z, t)-u(x, t)) d z \tag{4.3}
\end{equation*}
$$

Expanding $u^{0}(x-\varepsilon z, t)$ and $\nabla u^{0}(x-\varepsilon z, t)$ into a Taylor series about $x$ we obtain

$$
\begin{gathered}
u^{0}(x-\varepsilon z, t)=u^{0}(x, t)-\varepsilon z \cdot \nabla u^{0}(x, t)+\varepsilon^{2} \int_{0}^{1} z_{i} z_{j} \partial_{x_{i}} \partial_{x_{j}} u^{0}(x-\varepsilon \tau z, t)(1-\tau) d \tau \\
\nabla u^{0}(x-\varepsilon z, t)=\nabla u^{0}(x, t)-\varepsilon \int_{0}^{1} z_{j} \partial_{x_{j}} \nabla u^{0}(x-\varepsilon \tau z, t) d \tau
\end{gathered}
$$

Combining the last two formulae with (4.2) we derive the following expression for $w^{\varepsilon}(x-\varepsilon z, t)$ :

$$
w^{\varepsilon}(x-\varepsilon z, t)=u^{0}(x, t)-\varepsilon z \cdot \nabla u^{0}(x, t)
$$

$$
\begin{aligned}
& +\varepsilon^{2} \int_{0}^{1} z_{i} z_{j} \partial_{x_{i}} \partial_{x_{j}} u^{0}(x-\varepsilon \tau z, t)(1-\tau) d \tau \\
& +\varepsilon \chi\left(\frac{x}{\varepsilon}-z, \frac{t}{\varepsilon^{2}}\right)\left(\nabla u^{0}(x, t)-\varepsilon \int_{0}^{1} z_{j} \partial_{x_{j}} \nabla u^{0}(x-\varepsilon \tau z, t) d \tau\right) \\
& +\varepsilon^{2} \varkappa\left(\frac{x}{\varepsilon}-z, \frac{t}{\varepsilon^{2}}\right) \nabla \nabla u^{0}(x, t)
\end{aligned}
$$

Our next goal is to compute $\partial_{t} w^{\varepsilon}(x, t)-\mathcal{A}^{\varepsilon}(t) w^{\varepsilon}(x, t)$. Considering (4.3) and the last two relations, after straightforward transformations we have

$$
\begin{align*}
& \partial_{t} w^{\varepsilon}(x, t)-\mathcal{A}^{\varepsilon}(t) w^{\varepsilon}(x, t) \\
&= \frac{1}{\varepsilon} \nabla u^{0}(x, t) \cdot\left\{\partial_{s} \chi\left(\frac{x}{\varepsilon}, s\right)\right. \\
&\left.-\int_{\mathbb{R}^{d}} a(z) \mu\left(\frac{x}{\varepsilon}, \frac{x}{\varepsilon}-z, s\right)\left[\chi\left(\frac{x}{\varepsilon}-z, s\right)-\chi\left(\frac{x}{\varepsilon}, s\right)-z\right] d z\right\}_{s=\frac{t}{\varepsilon^{2}}} \\
&+\partial_{t} u^{0}(x, t)+\nabla \nabla u^{0}(x, t) \cdot\left\{\partial_{s} \varkappa\left(\frac{x}{\varepsilon}, s\right)\right. \\
&-\int_{\mathbb{R}^{d}} a(z) \mu\left(\frac{x}{\varepsilon}, \frac{x}{\varepsilon}-z, s\right)\left[\varkappa\left(\frac{x}{\varepsilon}-z, s\right)-\varkappa\left(\frac{x}{\varepsilon}, s\right)\right] d z \\
&\left.-\int_{\mathbb{R}^{d}} a(z) \mu\left(\frac{x}{\varepsilon}, \frac{x}{\varepsilon}-z, s\right)\left[\frac{1}{2} z \otimes z-z \otimes \chi\left(\frac{x}{\varepsilon}-z, s\right)\right] d z\right\}_{s=\frac{t}{\varepsilon^{2}}} \\
&+R^{\varepsilon}(x, t) \tag{4.4}
\end{align*}
$$

with

$$
\begin{aligned}
R^{\varepsilon}(x, t)= & \varepsilon \chi\left(\frac{x}{\varepsilon}, \frac{t}{\varepsilon^{2}}\right) \partial_{t} \nabla u^{0}(x, t)+\varepsilon^{2} \varkappa\left(\frac{x}{\varepsilon}, \frac{t}{\varepsilon^{2}}\right) \partial_{t} \nabla \nabla u^{0}(x, t) \\
- & \int_{\mathbb{R}^{d}} a(z) \mu\left(\frac{x}{\varepsilon}, \frac{x}{\varepsilon}-z, \frac{t}{\varepsilon^{2}}\right) z_{i} z_{j} \\
& \times \int_{0}^{1}\left(\partial_{x_{i}} \partial_{x_{j}} u^{0}(x-\varepsilon \tau z, t)-\partial_{x_{i}} \partial_{x_{j}} u^{0}(x, t)\right)(1-\tau) d \tau d z \\
- & \int_{\mathbb{R}^{d}} a(z) \mu\left(\frac{x}{\varepsilon}, \frac{x}{\varepsilon}-z, \frac{t}{\varepsilon^{2}}\right) \chi_{i}\left(\frac{x}{\varepsilon}-z, \frac{t}{\varepsilon^{2}}\right) z_{j} \\
& \times \int_{0}^{1}\left(\partial_{x_{i}} \partial_{x_{j}} u^{0}(x-\varepsilon \tau z, t)-\partial_{x_{i}} \partial_{x_{j}} u^{0}(x, t)\right) d \tau d z
\end{aligned}
$$

here the symbol $\otimes$ stands for the tensor product. According to [9, Proposition 5], for any $\varkappa \in L^{2}\left(\mathbb{T}^{d+1}\right)$ and for any smooth $u^{0}$ whose derivatives of any order decay at infinity faster that any negative power of $|x|$, we have $\left\|R^{\varepsilon}\right\|_{L^{2}\left(\mathbb{R}^{d} \times[0, T]\right)} \rightarrow 0$, as $\varepsilon \rightarrow 0$. Due to equation (3.16) the first expression in figure brackets on the right-hand side of (4.4) vanishes. Letting $u^{0}$ be a solution of equation (4.1) and recalling (3.18) we have $\partial_{t} u^{0}(x, t)=\widehat{a} \nabla \nabla u^{0}(x, t)$, and
(4.4) can be rearranged as

$$
\begin{align*}
& \partial_{t} w^{\varepsilon}(x, t)-\mathcal{A}^{\varepsilon}(t) w^{\varepsilon}(x, t) \\
&= \nabla \nabla u^{0}(x, t) \cdot\left\{\partial_{s} \varkappa\left(\frac{x}{\varepsilon}, s\right)\right. \\
&-\int_{\mathbb{R}^{d}} a(z) \mu\left(\frac{x}{\varepsilon}, \frac{x}{\varepsilon}-z, s\right)\left[\varkappa\left(\frac{x}{\varepsilon}-z, s\right)-\varkappa\left(\frac{x}{\varepsilon}, s\right)\right] d z \\
&\left.-\int_{\mathbb{R}^{d}} a(z) \mu\left(\frac{x}{\varepsilon}, \frac{x}{\varepsilon}-z, s\right)\left[\frac{1}{2} z \otimes z-z \otimes \chi\left(\frac{x}{\varepsilon}-z, s\right)\right] d z-\widehat{a}\right\}_{s=\frac{t}{\varepsilon^{2}}} \\
&+R^{\varepsilon}(x, t) \tag{4.5}
\end{align*}
$$

In view of (3.18) the compatibility condition in the equation
$\partial_{s} \varkappa(\xi, s)-\int_{\mathbb{R}^{d}} a(z) \mu(\xi, \xi-z, s)\left[\varkappa(\xi, s)-\varkappa(\xi-z, s)+\frac{1}{2} z \otimes z-z \otimes \chi(\xi-z, s)-\widehat{a}\right] d z=0$
is fulfilled, and thus this equation has a solution $\varkappa \in\left(L^{\infty}\left(0,1 ; L^{2}\left(\mathbb{T}^{d}\right)\right)\right)^{d^{2}}$. Inserting this solution to (4.5) yields

$$
\partial_{t} w^{\varepsilon}(x, t)-\mathcal{A}^{\varepsilon}(t) w^{\varepsilon}(x, t)=R^{\varepsilon}(x, t) .
$$

Then the difference $\left(w^{\varepsilon}-u^{\varepsilon}\right)$ satisfies the relations

$$
\begin{gathered}
\partial_{t}\left(w^{\varepsilon}-u^{\varepsilon}\right)-\mathcal{A}^{\varepsilon}(t)\left(w^{\varepsilon}-u^{\varepsilon}\right)=R^{\varepsilon}, \\
w^{\varepsilon}(x, 0)-u^{\varepsilon}(x, 0)=\varepsilon \chi\left(\frac{x}{\varepsilon}, 0\right) \cdot \nabla u_{0}(x)+\varepsilon \varkappa\left(\frac{x}{\varepsilon}, 0\right) \cdot \nabla \nabla u_{0}(x) .
\end{gathered}
$$

If $u_{0} \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$, then

$$
\left\|w^{\varepsilon}(\cdot, 0)-u^{\varepsilon}(\cdot, 0)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0
$$

and $\left\|R^{\varepsilon}\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)} \rightarrow 0$.
In order to complete the proof of Theorem 2 we need a priori estimates. Consider in $\mathbb{R}^{d} \times(0, T]$ a Cauchy problem

$$
\begin{equation*}
\partial_{t} v-\mathcal{A}^{\varepsilon}(t) v=f(x, t), \quad v(x, 0)=v_{0} . \tag{4.6}
\end{equation*}
$$

Proposition 2. For a solution $v^{\varepsilon}$ of problem (4.6) the following estimate holds

$$
\begin{equation*}
\left\|v^{\varepsilon}\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)} \leq C_{4}\|f\|_{L^{2}\left(\mathbb{R}^{d} \times(0, T)\right)}+\left\|v_{0}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \tag{4.7}
\end{equation*}
$$

with a constant $C_{4}>0$ that does not depend on $\varepsilon$.

Proof. The proof of this statement is quite standard and follows the line of the proof of Proposition 6.1 in [10]. For the reader's convenience here we provide a sketch of the proof. Since problem (4.6) is linear, its solution can be represented as the sum

$$
v^{\varepsilon}(x, t)=v_{1}(x, t)+v_{2}(x, t)
$$

where $v_{1}$ and $v_{2}$ are solutions of the problems

$$
\begin{equation*}
\partial_{t} v_{1}-\mathcal{A}^{\varepsilon}(t) v_{1}=0, \quad v_{1}(x, 0)=v_{0} \tag{4.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\partial_{t} v_{2}-\mathcal{A}^{\varepsilon}(t) v_{2}=f(x, t), \quad v_{2}(x, 0)=0 \tag{4.9}
\end{equation*}
$$

respectively. Multiplying equation (4.8) by $v_{1}(x, s)$ and integrating the resulting relation over $\mathbb{R}^{d} \times(0, t)$ we obtain

$$
\begin{equation*}
\left\|v_{1}(\cdot, t)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leq\left\|v_{0}(\cdot)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \quad \text { for any } t \in[0, T] . \tag{4.10}
\end{equation*}
$$

Making similar computations in problem (4.9) yields

$$
\begin{aligned}
\left\|v_{2}(\cdot, t)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} & \leq 2\left|\int_{0}^{t} \int_{\mathbb{R}^{d}} f(x, s) v_{2}(x, s) d x d s\right| \\
& \leq\|f\|_{L^{2}\left(\mathbb{R}^{d} \times(0, T)\right)}^{2}+\int_{0}^{t}\left\|v_{2}(\cdot, s)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} d s
\end{aligned}
$$

By the Gronwall inequality we have

$$
\begin{equation*}
\left\|v_{2}(\cdot, t)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \leq\|f\|_{L^{2}\left(\mathbb{R}^{d} \times(0, T)\right)}^{2} e^{T} \quad \text { for any } t \in[0, T] . \tag{4.11}
\end{equation*}
$$

Finally, (4.10) and (4.11) imply (4.7).
By this Proposition taking into account the relations

$$
\left\|w^{\varepsilon}(\cdot, 0)-u^{\varepsilon}(\cdot, 0)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \rightarrow 0
$$

and

$$
\left\|R^{\varepsilon}\right\|_{L^{\infty}\left(0, T ; l^{2}\left(\mathbb{R}^{d}\right)\right)} \rightarrow 0
$$

we have

$$
\left\|u^{\varepsilon}-w^{\varepsilon}\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)} \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0 .
$$

Considering the relation $\left\|u^{0}-w^{\varepsilon}\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)} \rightarrow 0$ that follows from the structure of ansatz (4.2) we finally conclude that

$$
\lim _{\varepsilon \rightarrow 0}\left\|u^{\varepsilon}-u^{0}\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)}=0
$$

Approximating any $L^{2}$ initial function by a sequence of $C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$ functions and taking into account the a priori estimates proved in Proposition 2 and similar estimates for the limit problem we derive the desired statement of Theorem 2.
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